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INTEGRATION OF DISTRIBUTED GENERATION ALONG WITH ENERGY 
STORAGE SYSTEM TO REDUCE THE HIGH PENETRATION IMPACTS OF 

RENEWABLE ENERGY SOURCES INTO THE POWER GRID 
 

Md Jahidur RAHMAN 
 

ABSTRACT 

 
Being the fluctuation behavior of Renewable Energy Sources (RESs), generation, balance, 
and demand are not easy tasks to control because it is not desirable to have constant power 
generation from RESs due to natural prospects. As a result, the dynamic stability of power 
flow and control of frequency is becoming more challenging due to the high penetration 
impacts of RESs. Control strategies of converter/inverter with filter are also required to 
maintain the proper power supply in the entire microgrid where energy storage device plays 
crucial roles. The objective of this study is to explore critical aspects of distributed 
generation (DG), renewable energy integration, and energy storage systems, focusing on 
enhancing power network efficiency while minimizing power losses and environmental air 
pollution. This doctoral thesis acknowledges the environmental and economic benefits of 
distributed generation (DG) while highlighting the inherent challenges in managing 
fluctuating renewable energy sources (RESs). A control algorithm for a high-penetration 
hybrid diesel-wind-based energy storage system is designed to maintain dynamic stability in 
power flow and control network frequency. The key findings include the effective reduction 
of transient time in wind power flow and frequency fluctuations through the use of an 
integral-derivative (I-D) controller. On the other hand, it recognizes the challenges posed by 
the intermittent nature of renewable energy sources (RESs) and their impact on dynamic 
stability and frequency control. This thesis introduced a control algorithm employed with a 
Fuzzy Logic (FL) controller for a wind-based energy storage system using the power-sharing 
method. By comparing this approach to the traditional Proportional Integral Derivative (PID) 
controller, the study demonstrated substantial improvements in reducing transient time in 
wind power flow and frequency fluctuations. A storage system (battery) plays a crucial role 
in maintaining network stability while minimizing energy losses. As a part of this thesis, a 
comprehensive survey of various DC-DC converters is done to determine the most suitable 
energy storage device for smart grid applications. The main objective is to identify this 
application's most appropriate energy storage device. The advantages of this technology are 
high efficiency and reliability, which can connect various energy sources and reduce 
conduction losses in the power converters.  The study analyzed the efficiency and reliability 
of different converters and evaluated their performance in charging and discharging 
conditions of a battery. The operating ranges of boost-buck, buck-boost, and buck-boost (-
Vout) converters are analyzed to optimize the energy storage system. This doctoral thesis 
also presents a comprehensive analysis of a simulation scheme that leverages a solar system 
composed of photovoltaic (PV) panels integrated with the electrical grid, various loads, and 
an energy storage device. The research begins by investigating the modeling of PV panel 
cells and their operational characteristics. Subsequently, an adaptive notch filter synthesis is 
developed to mitigate input current fluctuations. The research further explores the efficiency 
and control mechanisms of power converters and inverters, facilitating the seamless 



 

 

integration of the energy storage system with the electrical grid. Multiple simulations are 
conducted, employing nonlinear control techniques to evaluate the performance of the system 
with different configurations, including a simple inverter, a multi-variable filter, a notch 
filter, and a filter-less setup. The research aims to achieve effective regulation of the DC bus 
within the proposed grid. The key advantage of these nonlinear controllers is their ability to 
compensate for reactive power and harmonic currents, resulting in a disturbance-free power 
network and a reduction in the Total Harmonic Distortion (THD) rate of the inverters, 
ultimately enhancing the overall efficiency of the power grid. This thesis contributes valuable 
insights into optimizing the performance of wind and solar systems along with energy 
storage device and their integration with the grid through advanced control and filtering 
techniques, with significant implications for improving the stability and reliability of 
renewable energy sources in the power grid.  
 
Keywords: renewable energy sources, distributed generation, dynamic stability, power flow 
control, frequency control, energy storage systems, network efficiency, power losses, air 
pollution, integral-derivative controller, fuzzy logic controller, PID controller, DC-DC 
converters, smart grid, efficiency reliability, photovoltaic panels, notch filter, nonlinear 
controller, total harmonic distortion  
 
 



   

INTÉGRATION DE LA GÉNÉRATION DÉCENTRALISÉE ASSOCIÉE À UN 
SYSTÈME DE STOCKAGE D'ÉNERGIE POUR RÉDUIRE LES IMPACTS DE LA 
PÉNÉTRATION ÉLEVÉE DES SOURCES D'ÉNERGIE RENOUVELABLE DANS 

LE RÉSEAU ÉLECTRIQUE 
 

Md Jahidur RAHMAN 
 

RÉSUMÉ 
 
Compte tenu du comportement aléatoire et fluctuant des sources d'énergie renouvelable 
(SER), l'équilibre entre la génération et la demande ne sont pas faciles à contrôler. Par 
conséquent, la stabilité dynamique du flux d'énergie et le contrôle de la fréquence deviennent 
de plus en plus difficiles en raison des impacts de la pénétration élevée des SER dans les 
micro-réseau électrique. Des stratégies de contrôle des convertisseurs/onduleurs avec filtre 
sont nécessaires pour maintenir l'alimentation électrique appropriée dans l'ensemble du 
micro-réseau. L'objectif de notre travail est d'explorer les aspects critiques de la génération 
distribuée (GD), de l'intégration des énergies renouvelables et des systèmes de stockage de 
l'énergie, en mettant l'accent sur l'amélioration de l'efficacité du réseau électrique tout en 
minimisant la pollution atmosphérique. Cette thèse reconnaît les avantages 
environnementaux et économiques de la GD tout en soulignant les défis inhérents à la gestion 
des sources d'énergie renouvelable fluctuantes. Un algorithme de contrôle pour un système 
de stockage d'énergie hybride diesel-éolien à forte pénétration est conçu pour maintenir la 
stabilité dynamique du flux d'énergie et le contrôle de la fréquence du réseau. Les principaux 
résultats comprennent la réduction efficace du temps de transition dans le flux d'énergie 
éolienne et des fluctuations de fréquence. D'autre part, cette étude répond aux défis posés par 
la nature intermittente des SER et leur impact sur la stabilité dynamique et le contrôle de la 
fréquence. Nous avons introduit un algorithme de contrôle utilisant la logique floue pour un 
système de stockage d'énergie éolienne en utilisant la méthode de partage de puissance. En 
comparant cette approche au contrôleur conventionnel, l'algorithme proposé a démontré des 
améliorations substantielles dans la réduction du temps de transition dans le flux d'énergie 
éolienne et des fluctuations de fréquence. Dans le cadre de cette thèse, une étude complète de 
divers convertisseurs statiques est réalisée afin de déterminer le dispositif de stockage 
d'énergie le plus approprié pour les applications de réseaux intelligents. Ce système de 
stockage joue un rôle essentiel dans le maintien de la stabilité du réseau tout en minimisant 
les pertes d'énergie. L'objectif est d'identifier le dispositif de stockage d'énergie le plus adapté 
à cette application. Les avantages de cette technologie sont d'une grande efficacité et fiabilité, 
qui peuvent connecter diverses sources d'énergie et réduire les pertes de conduction dans les 
convertisseurs de puissance. On a analysé l'efficacité et la fiabilité de différents 
convertisseurs et évalué leur performance dans des conditions de charge et de décharge du 
système de stockage. Les plages de fonctionnement des convertisseurs élévateur-abaisseur, 
abaisseur-élévateur et abaisseur-élévateur (-Vout) ont été analysées pour optimiser le système 
de stockage d'énergie. Cette thèse présente également une analyse complète d'un schéma de 
simulation qui exploite un système solaire composé de panneaux photovoltaïques intégrés au 
réseau électrique, à diverses charges, et à un dispositif de stockage d'énergie. Après la 
modélisation des panneaux photovoltaïques et de leurs caractéristiques opérationnelles, un 



 

 

filtre adaptatif est développé pour atténuer les fluctuations du courant d'entrée. On a exploré 
en outre l'efficacité et les mécanismes de contrôle des convertisseurs de puissance et des 
onduleurs, facilitant ainsi l'intégration du système de stockage d'énergie avec le réseau 
électrique. Plusieurs techniques de contrôle non linéaires sont utilisées pour évaluer les 
performances du système avec différentes configurations, y compris un onduleur simple, un 
filtre multi-variable, un filtre passe bande et une configuration sans filtre. Cette recherche 
nous a permis de proposer une régulation efficace du bus DC au sein du réseau électrique. 
L'avantage clé de ces régulateurs non linéaires est leur capacité à compenser la puissance 
réactive et les courants harmoniques, ce qui se traduit par un réseau électrique sans 
perturbations et une réduction du taux de distorsion harmonique totale (DHT) des onduleurs, 
améliorant finalement l'efficacité globale du réseau électrique. Cette thèse apporte des 
connaissances précieuses pour optimiser les performances des systèmes éoliens et solaires 
ainsi que du dispositif de stockage d'énergie, et leur intégration au réseau grâce à des 
techniques de contrôle et de filtrage avancées, avec des implications significatives pour 
l'amélioration de la stabilité et de la fiabilité des sources d'énergie renouvelable dans le 
réseau électrique. 
 
 
Mots-clés: sources d'énergie renouvelable, génération distribuée, stabilité dynamique, 
contrôle du flux d'énergie, contrôle de la fréquence, systèmes de stockage d'énergie, 
efficacité du réseau, pertes d'énergie, régulateur logique floue, régulateur PID, convertisseurs 
DC-DC, réseau intelligent, efficacité, fiabilité, panneaux photovoltaïques, filtre encoche, 
contrôleur non linéaire, distorsion harmonique totale. 
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CHAPTER 1 
 

 

INTRODUCTION 
 

The global energy landscape is undergoing a profound transformation driven by the need for 

sustainability, resilience, and energy security. Distributed Generation (DG), characterized by 

decentralized, smaller-scale power generation at or near the point of use, is at the forefront of 

this transformation. This thesis explores the synergies between DG systems powered by wind 

and photovoltaic (PV), and energy storage as a transformative force for future power systems 

[1, 2]. The modern power system is standing at the crossroads of transformation. It faces the 

dual challenge of accommodating the world's growing energy demands while urgently 

reducing its environmental footprint. In this critical juncture, the integration of Distributed 

Generation (DG) systems, primarily harnessing renewable energy sources like wind and PV 

technologies, in tandem with energy storage systems, emerges as a powerful solution to 

address these pressing concerns [3-5]. This thesis also sets the stage for an exploration of 

how DG systems, fueled by wind and PV, coupled with energy storage, hold the potential to 

reshape the future of the power system. The conventional energy landscape, dominated by 

centralized power generation from fossil fuels, has long been scrutinized for its 

environmental impact and vulnerability to supply disruptions. DG systems offer a paradigm 

shift by enabling localized, decentralized energy production, often leveraging clean and 

sustainable sources. Wind turbines tap into the kinetic energy of the wind, while PV panels 

convert sunlight into electricity, embodying the essence of clean energy. However, their 

inherent intermittency poses challenges in terms of grid integration and consistent power 

supply. Energy storage systems, comprising a range of technologies from lithium-ion 

batteries to pumped hydro storage, play a pivotal role in mitigating the variability of 

renewable sources. They store surplus energy during periods of high generation and release it 

when needed, ensuring grid stability and facilitating the seamless incorporation of renewable 

energy sources [6]. Beyond acting as energy buffers, energy storage systems enhance grid 

resilience, improve power quality, and provide ancillary services, making them indispensable 

components in the transition to a more sustainable and reliable power system. This 
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exploration seeks to delve deeper into the potential of distributed generation systems 

powered by wind and PV, coupled with energy storage, to shape the future of the power 

system. It aims to examine the technical aspects, economic feasibility, and environmental 

implications of this transformative combination, providing insights into how it can contribute 

to a cleaner, more resilient, and sustainable energy landscape.  

The objective of this thesis is to explore critical aspects of distributed generation (DG), 

renewable energy integration, and energy storage systems, focusing on enhancing power 

network efficiency while minimizing power losses and environmental air pollution. A control 

algorithm for a high-penetration hybrid diesel-wind-based energy storage system is designed 

to maintain dynamic stability in power flow and control network frequency. The key findings 

include the effective reduction of transient time in wind power flow and frequency 

fluctuations through the use of an integral-derivative (I-D) controller [1]. On the other hand, 

it recognizes the challenges posed by the intermittent nature of renewable energy sources 

(RESs) and their impact on dynamic stability and frequency control. A control algorithm was 

introduced which is employed with a Fuzzy Logic (FL) controller for a wind-based energy 

storage system using the power-sharing method [2]. By comparing this approach to the 

traditional Proportional Integral Derivative (PID) controller, the study demonstrated 

substantial improvements in reducing transient time in wind power flow and frequency 

fluctuations. The storage system (battery) plays a crucial role in maintaining network 

stability while minimizing energy losses. As a part of this thesis, a comprehensive survey of 

various DC-DC converters is done to determine the most suitable energy storage device for 

smart grid applications. The main objective is to identify this application's most appropriate 

energy storage device. The advantages of this technology are high efficiency and reliability, 

which can connect various energy sources and reduce conduction losses in the power 

converters [3].  The study analyzed the efficiency and reliability of different converters and 

evaluated their performance in charging and discharging conditions of a battery. The 

operating ranges of boost-buck, buck-boost, and buck-boost (-Vout) converters are analyzed 

to optimize the energy storage system. A comprehensive analysis of a simulation scheme that 

leverages a solar system composed of photovoltaic (PV) panels integrated with the electrical 

grid, various loads, and an energy storage device. The research investigated the modeling of 
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PV panel cells and their operational characteristics. Subsequently, an adaptive notch filter 

synthesis is developed to mitigate input current fluctuations. The research further explores 

the efficiency and control mechanisms of power converters and inverters, facilitating the 

seamless integration of the energy storage system with the electrical grid [4].  

The organization of this thesis is given as follows: Chapter 1 describes the research problem, 

gives the literature review, states the objectives, gives the methodology, and finally claims 

the originality and contributions of the work. Since this document is a papers-based thesis, 

consequently, Chapters 2, 3, 4, and 5 present the main results of the work in the form of 

published papers. The main contributions of this thesis are summarized as follows:  

Chapter 2 presents the environmental and economic benefits of distributed generation (DG) 

while highlighting the inherent challenges in managing fluctuating renewable energy sources 

(RESs). The research proposes a control algorithm for a high-penetration hybrid diesel-wind-

based energy storage system, specifically designed to maintain dynamic stability in power 

flow and control network frequency. The key findings include the effective reduction of 

transient time in wind power flow and frequency fluctuations through the use of an integral-

derivative (I-D) controller. Additionally, a storage system (battery) is employed to store 

excess wind energy efficiently, reducing wastage and supplying surplus wind power during 

high-load demand periods.  

Chapter 3 presents the challenges posed by the intermittent nature of renewable energy 

sources (RESs) and their impact on dynamic stability and frequency control. It introduces a 

control algorithm employing Fuzzy Logic (FL) for a wind-based energy storage system. By 

comparing this approach to the traditional Proportional Integral Derivative (PID) controller, 

the study demonstrates substantial improvements in reducing transient time in wind power 

flow and frequency fluctuations. A storage system (battery) plays a crucial role in 

maintaining network stability while minimizing energy losses. 

Chapter 4 presents an experimental validation of the control technique of power supply in 

microgrids, particularly those incorporating photovoltaic (PV) panels and energy storage. 

The study explores various nonlinear control techniques to address the challenges of 

managing power converters/inverters, compensating for reactive power, and mitigating 
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harmonic currents. The study includes simulations, modeling PV panels, designing adaptive 

notch filters, and assessing the efficiency of power converters. 

Chapter 5 investigates the comprehensive survey of various DC-DC converters to determine 

the most suitable energy storage device for smart grid applications. The study examines the 

efficiency and reliability of different converters and evaluates their performance in charging 

batteries. Operating ranges of boost-buck, buck-boost, and buck-boost (-Vout) converters are 

analyzed to optimize energy storage. The comparison of the DC converters is analyzed to 

know the functional voltage for the energy storage system.  

 
1.1 Research problems 

Research in the domain of distributed generation (DG) systems, characterized by the 

integration of renewable energy sources such as wind and photovoltaic (PV), in conjunction 

with energy storage systems within the power system, confronts a spectrum of multifaceted 

challenges. One prominent area of inquiry revolves around optimizing the sizing and 

configuration of these integrated systems to strike an intricate balance between energy 

generation efficiency, energy storage capacity, and cost-effectiveness. This involves 

determining the ideal proportion of wind and PV sources and the appropriate scale and 

technology for energy storage to ensure maximal system performance under varying 

conditions [7-9]. Managing the intermittent and variable nature of renewable energy 

resources is another pivotal research problem. Researchers strive to develop advanced 

forecasting techniques and energy management strategies that can accurately predict the 

availability of wind and solar resources, enabling grid operators to proactively adjust 

generation and consumption, thus ensuring a reliable and consistent power supply. Moreover, 

effective grid integration is critical for the seamless adoption of these DG systems with 

energy storage, and research is imperative in this domain [10]. This includes investigations 

into grid stability and voltage regulation, grid management tools and protocols, and the 

development of bidirectional communication systems to maintain a reliable connection 

between the distributed generators and the grid. Energy management and control systems 

also represent a significant research focus. Developing sophisticated control algorithms that 

can efficiently balance energy generation, storage, and consumption in real-time while 
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adapting to dynamic load profiles and variable resource availability is crucial. Furthermore, 

research endeavors extend to the economic viability of these integrated systems. This 

encompasses cost-benefit analyses, financial models, and assessments of potential financial 

incentives or policies to encourage wider adoption, considering long-term economic 

sustainability. Environmental sustainability constitutes a critical facet of research, with life-

cycle assessments and studies on emissions reductions playing a pivotal role. Researchers 

assess the net environmental impact of DG systems integrated with energy storage to 

understand their overall sustainability [11-13]. Additionally, the resilience and reliability of 

these systems, particularly in adverse scenarios like grid outages or natural disasters, is an 

essential area of study, which involves evaluating the capacity of these systems to provide 

backup power and grid support during emergencies. Regulatory and policy challenges 

represent another set of problems. Researchers investigate the impact of existing regulations 

and policies, as well as propose new frameworks to overcome regulatory hurdles or facilitate 

the adoption of DG and energy storage technologies. Hybrid systems, which combine 

multiple renewable energy sources, are also a subject of inquiry. This comprehensive body of 

research problems collectively contributes to the advancement of cleaner, more reliable, and 

sustainable energy systems for the future, helping to address the critical challenges faced by 

the power sector [14, 15]. 

Being the fluctuation behavior of Renewable Energy Sources (RESs), generation, balance, 

and demand are not easy tasks to control because it is not desirable to have constant power 

generation from RESs due to natural prospects. The high penetration of wind/PV energy in 

the power network causes frequency disturbance. Also, excess energy needs to be dumped 

when there is low load demand. Switching the storage system (battery) during the time of 

operation can break the dynamic stability of wind power flow and create fluctuation in the frequency. 

As a result, the dynamic stability of power flow and control strategies of Energy storage 

systems (ESS) has become more challenging due to the high penetration impacts of RESs [1, 

2]. 
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1.2 Literature review 

Most of the research work on this type of power system has been focused on the following 

three points: The distributed generation system, energy storage system, and control 

techniques used in the power grid. 

1.2.1 Distributed generation system  

The distribution systems typically operate at medium voltage levels, bridging the gap 

between the high-voltage transmission systems and the end consumers. However, due to the 

relatively low voltage and the resultant need for high currents, power losses along the 

distribution lines tend to be higher compared to the more efficient transmission systems [16]. 

These losses contribute to increased energy costs and have a detrimental impact on the 

voltage profiles across the distribution system. Notably, the active power losses not only 

compromise system efficiency but also have adverse effects on voltage profiles, underscoring 

the significance of minimizing these losses in distribution system design and planning 

[17,18].  

The integration of distributed power generation facilities into distribution systems has 

emerged as a transformative solution. Such integration brings about improvements in system 

efficiency, voltage stability, and overall reliability. Notably, with distributed generation (DG) 

in place, voltage profiles are significantly enhanced, reducing the reliance on equipment for 

stability improvements. Moreover, the deployment of DGs results in lower power losses and 

reduced emissions, significantly bolstering system reliability [19, 20]. However, the strategic 

placement, sizing, and connection of DGs within the distribution system is a complex 

challenge. Suboptimal placement can lead to increased system losses, underscoring the 

importance of careful consideration [21]. Moreover, the over-sizing of DG units can 

exacerbate losses within the system [22]. Consequently, determining the appropriate size and 

connection points for DGs has become a nonlinear optimization problem.  

This problem necessitates the simultaneous solution of multiple objective functions, 

including improving the voltage profile, minimizing power losses, reducing emissions, 

alleviating line loads, enhancing system reliability, and adhering to voltage limits on buses, 

all while constraining the capacity of the DG units [23–30]. The advent of DGs has 
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revolutionized distribution system design and planning by not only meeting active power 

demands but also significantly reducing line losses. Furthermore, the introduction of DGs has 

substantially decreased losses traditionally associated with long transmission lines, peak 

power demand, and excess heat generation during centralized electricity generation [31]. In 

addition, DGs have a remarkable impact on boosting voltages across all distribution system 

buses [32, 33].  

To harness the full potential of DG in distribution systems, optimization strategies have 

evolved. Analytical methods, suitable for less complex systems, have been used to determine 

the optimal locations and capacities of DGs with the primary objective of loss reduction [34–

39]. In recent years, heuristic algorithm-based approaches have gained prominence, offering 

more sophisticated ways to determine DG connection points and sizes in distribution systems 

[40]. These approaches accommodate a variety of objective functions, including the 

minimization of active power losses, enhancement of voltage profiles, and improvements in 

voltage stability across all buses within the system [41–44]. 

 
1.2.2 Energy storage system 

Ensuring the sustainability of contemporary and future power grids hinges on the adoption of 

a net-zero strategy, coupled with the real-time storage of surplus energy generation [45]. The 

efficient coordination of Energy Storage Systems (ESSs) plays a pivotal role in enhancing 

power reliability and resilience, particularly in the deployment of Renewable Energy Sources 

(RESs) [46]. Among the most widely adopted ESSs are Battery Energy Storage Systems 

(BESS) and supercapacitors (SC). Consequently, the concept of a Hybrid Energy Storage 

System (HESS), integrating BESS and SC, emerges as a means to ensure system reliability 

and elevate BESS and network performance [47]. Nonetheless, HESS grapples with a myriad 

of challenges, notably pertaining to durability, power density, life cycle, battery utilization, 

temperature management, manufacturing cost, and charging duration while prolonging 

battery lifespan [48, 49].  

Efforts to reduce reliance on petroleum and coal focus on curbing energy consumption 

through energy-saving measures and enhancing energy efficiency in residential, commercial, 

and industrial settings [50]. Acknowledging the fundamental role of Energy Storage Systems 
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(ESS) in renewable energy (RE) implementation, the influence of ESS on storage capacity 

and supply capabilities is underscored [51]. HESS, a fundamental instrument for maximizing 

the potential of RESs, combines with a battery state-of-health model to explore the impact of 

parameter estimation on battery longevity [52]. The integration of SC into HESS is an 

innovative development to enhance system efficiency and extend HESS lifespan. Although 

SCs exhibit low energy density alongside high power density and longevity, they remain in 

the domain of ongoing development [53].  

The HESS operation results in balanced supply and demand, improved power reliability, 

reduced stress from RES fluctuations, and the provision of auxiliary services such as 

frequency and voltage management within microgrid operations, among other benefits [54]. 

HESS configurations have evolved as a strategic response to the limitations of individual 

ESS technologies. Their effectiveness is derived from the coupling of two or more energy 

storage technologies, addressing issues such as short lifespan, high costs, low energy and 

power density, and dynamic response associated with single ESS technologies [55, 56].  

Given the susceptibility of Renewable Energy Sources (RES) to unpredictable weather 

variations, complementary resources are required to ensure their effectiveness. ESSs are 

pivotal in this regard, offering the flexibility needed to support RES integration. However, a 

single ESS can only partially fulfill the multifaceted demands of a given application, 

necessitating the deployment of hybrid storage systems to enhance ESSs for renewable 

energies [57]. The development of RES is instrumental in addressing energy crises and 

environmental pollution [58]. The variable and unpredictable nature of RES necessitates the 

use of ESS to mitigate the impacts of RE integration into the grid [59, 60].  

In contrast to past standards, current guidelines for RES and ESS capacity planning in  

electrical systems have evolved. In the past, grid-tied RES capacity was restricted, and RES 

characteristics were not integrated into ESS planning. Several ESS innovations are currently 

being explored to mitigate the variability and uncertainty of large-scale RES integration into 

the grid [61]. To ensure future economic feasibility, RES, ESS, and RE generation capacity 

must be simultaneously optimized for power stations to operate efficiently [62]. Traditional 

planning methods often segregated ESS and RE generation capacity, with ESS capacity 
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typically dictated by demand. This led to conservative estimates of ESS capacity, increasing 

RES curtailment. Recent academic attention has turned to the planning of ESS and RE 

capacity, offering distributed optimization frameworks to optimize the capacity of hybrid 

ESS and RES generation systems. However, most of these models focus on maximizing RES 

and energy storage capacity individually [63, 64].  

Numerous research endeavors have been devoted to planning and operating isolated grids for 

various types of ESS [65, 66]. However, these models are often not suited for interconnected 

systems due to the infrequent consideration of transmission power line constraints. 

Furthermore, these models typically prioritize the minimization of system costs in power 

system capacity planning. Simultaneously planning for ESS and RES generation introduces 

additional decision variables and larger model dimensions, rendering the problem more 

challenging to address [67, 68]. Researchers have attempted to mitigate the impact of RE 

restrictions in various regional systems, adopting a bi-level model to overcome multi-

objective optimization challenges and achieve solutions more efficiently [69-71]. However, 

selecting an appropriate probability density function for RE production that accurately 

reflects its complex properties remains challenging. Current research often relies on the 

average-day approach or the Monte Carlo method for stochastic simulation, with some 

studies using statistical analysis to estimate average PV generating output based on typical 

weather data [72, 73]. Stochastic, multistage, and co-planning models have also been 

proposed to address the challenges of transmission expansion with ESS [74, 75].  

However, these approaches have limitations, such as the inability to capture the annual 

output properties of RE power or to expose temporal features of RE energy. Additionally, the 

current RE modeling challenge struggles to gather a variety of yearly RE sequences in the 

area [76]. 

1.2.3 Control techniques used in power grid 

In the domain of distributed generation control systems, several predominant approaches are 

discernible, including active and reactive power control, the interconnection of generation 

units, island detection, and notably, the control of the inner loops of DC-AC inverters. 

Distributed generation units typically interface with the electrical supply network via three-
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phase inverters, with a primary focus on power control strategies tailored to these inverters. 

Several studies exploring power flow control strategies can be found in [77, 78]. 

Additionally, [79-81] delves into the intricacies of reactive power control. Interconnecting 

different generation units is another crucial aspect of distributed generation systems, 

primarily aimed at mitigating voltage signal distortions to ensure system stability. This aspect 

is explored in works such as [82, 83]. A particularly intriguing facet involves interconnecting 

hybrid systems, which integrate generation units of varying natures. These studies also 

emphasize energy dispatch, often employing predictive techniques (forecasting) to determine 

the required power supply at specific intervals. Reference [84] presents a focus on 

coordinating the injection of power from distributed generators by introducing a method for 

voltage control in distribution networks based on the voltage sensitivity matrix. This matrix 

plays a pivotal role in synchronizing the complex power injection from distributed generators 

by assessing the influence of each generator on the nodes within the distribution network. In 

situations where a distribution system operates in islanding mode, electrically isolating itself 

from the larger generation system yet maintaining the power supply for a specified duration, 

several applications centered on the detection and control of this phenomenon can be found 

in [85-87]. 

In the domain of PID (Proportional, Integral, and Derivative) control applications, various 

aspects are explored, including the control of diverse generation units, the management of the 

interconnections between these units, and the regulation of the internal loops within the 

inverter. This approach is applied to a range of power generation plants, encompassing 

hydraulic turbines [88], thermal systems [89], wind turbines [90], photovoltaic systems [91], 

and more. In the context of interconnecting distributed generation systems, a series of works, 

such as those detailed in [92-94], can be observed. These works often employ optimization 

algorithms to fine-tune control parameters. Concerning inverters, [95] presents a 

comprehensive controller design, while [96] introduces an interface design tailored to the 

integration of solar photovoltaic generation systems. [97] This study presents an enhanced 

approach to Voltage Oriented Control (VOC) for regulating an inverter connected to a three-

phase network, with the inverter serving as a central component of the Distributed 
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Generation System. To attain optimal performance of the DG unit within the network, the 

study utilizes an iterative optimization method to fine-tune the PID controller parameters. 

In the context of robust control applications within distributed generation systems, two 

primary areas of focus have been identified: the interconnection of control units and the 

regulation of energy conversion components, particularly inverters. Robust control 

applications aimed at interconnecting generation units are detailed in works such as [98], 

where voltage control is a key consideration, as well as in [99] for frequency control, and 

[100] addressing conditions of imbalance. Notably, designs based on H∞ are presented in 

[101, 102]. Regarding robust control applications that emphasize the control loops of 

inverters, [103] introduce a robust predictive scheme characterized by intrinsic synchronism 

for direct power control. [104] presents a robust control design tailored for distributed 

generation in microgrids, focusing on the direct control of voltage. The Lyapunov method is 

applied in [105] to ensure the stable operation of distributed generation systems based on 

multilevel converters. Furthermore, [106] illustrates the design of a sliding mode regulator 

optimized for maximum power delivery, while [107] offers insights into a hybrid robust 

control strategy tailored for single-phase DC-AC inverters with input voltage variations. 

[108, 109] introduce predictive control systems designed for Load Frequency Control (LFC) 

with the primary objective of achieving permanent regulation of frequency errors following 

load changes in each region. Furthermore, these systems aim to ensure that the power flow 

within each area remains within the specified parameters. In contrast, [110] delves into 

energy management within local microgrids, emphasizing the utilization of predictive control 

strategies. On a different note, [111] presents a stochastic predictive control framework 

tailored for energy dispatch within a wind farm. Meanwhile, [112] focuses on the 

incorporation of Economic Dispatch (ED) principles for microgrid operation and introduces a 

predictive control methodology. This distributed control system enables communication 

between different distributed generation systems, facilitating an iterative optimization 

process. The study utilizes microgrid simulations with various energy sources to evaluate 

performance in comparison to a centralized control strategy. 
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In studies focusing on the interconnection of distributed generation units, [113] introduces 

the design of a fuzzy system for load frequency control within a multi-area generation 

system. Moreover, [114-116] investigates the interconnection of generation units of various 

types, such as fuel cells and battery banks. Additional strategies involving fuzzy control for 

interconnecting hybrid systems are presented in [117, 118]. These works stand out for their 

implementation of evolutionary algorithms to optimize control systems. Furthermore, [119] 

outlines the design of a robust fuzzy controller intended for an isolated generator linked to an 

infinite dam to predict load-related changes. [120] presents a control system for 

interconnecting distributed generation resources with electrical networks through power 

electronic converters. The proposed approach entails a fuzzy adaptive control system based 

on the Lyapunov stability theory for the converter's power loop. The primary objective of this 

control scheme is to ensure accurate tracking of the reference current, resulting in a suitable 

dynamic response. 

As for control strategies primarily centered on inverter control loops, [121, 122] showcase 

the utilization of neuro-fuzzy systems within various components of the energy conversion 

system. In the domain of alternative applications, [123] outlines the development of a fuzzy 

controller tailored for a micro-turbine within a distributed generation system. [124] focuses 

on the control of a fuel cell, specifically emphasizing voltage regulation. [125] introduces the 

design of a fuzzy controller configured for an induction generator equipped with a dual set of 

stator coils. 

 
1.3 Research objective 

The main task consists of developing a new strategy that allows us to operate the multisource 

system optimally and distribute the energy between the connected loads according to their 

demand with higher efficiency. Referring to these matters of fact, several themes of 

objectives have been established as follows:  

- Investigate the literature in the area of high penetration DG-based power networks to 

identify the causes of wind power instability, energy losses, partial sharding of PV, and 

fluctuation behavior of frequency; 
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- Investigate the literature on power converters to choose the most suitable for the energy 

storage system; 

- Develop a control strategy to regulate the active and reactive power flows in an 

autonomous microgrid; 

- Design a control scheme for a battery-based energy storage system to regulate the network 

frequency as well as maintain the load demand according to the wind power generation; 

- Analyze the control scheme to share the wind and battery power (priority-based) in the 

network using a logical algorithm;  

- Develop the Fuzzy logic rules and membership functions to reduce the transient time of 

wind power flow and the fluctuation behavior of frequency in the network; 

- Integrate the different renewable energy sources (i.e. PV, hydro, wind) in the network to 

analyze the dynamic stability of power and frequency fluctuation in the network. 

 
1.4 Research Methodology 

The following steps are taken to develop the methodology of this thesis work : 

- Modeling of DG Network: Concept, structure, and modeling of a PV and wind-diesel 

hybrid power system network. 

- Modeling of the different components of the microgrid: Modeling of secondary/ dump 

load to absorb the minimum excess power from the wind turbine. Determine the main load 

consumer according to the production and design of the power converters, etc. 

- Design a Battery Control System: Development of a control strategy for a battery-based 

energy storage system to maintain the overall power network in unpredictable situations.  

- Design Frequency Regulate Algorithm: Design a robust control techniques scheme with 

different conditions to regulate the network frequency.  

- Develop Fuzzy Logic Rules: Development of Fuzzy logic rules and membership functions 

according to the PWM signal of the network. 

- Validation of control strategies and techniques: Implementation of power management 

strategies and control techniques in a real-time environment in order to validate them. 

Compensation of the harmonic currents and the reactive power generated RESs to obtain a 

disturbance-free grid. 
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1.5 Research originality and contribution 

The contributions of research work in my thesis compared to the prior research are listed 

below:  

- Reduced the transient time of wind power flow and the fluctuation behavior of frequency 

using a PID controller and a Fuzzy logical controller;  

- Compared the robustness of the Fuzzy logical controller over the PID controller to reduce 

the fluctuation behavior of frequency in the network; 

- Regulated the network frequency using a storage system;  

- Designed a control scheme to share the power between the networks using a logical 

algorithm;  

- Reserved the surplus wind power using a storage system and maintained a high load 

demand by supplying them to the network; 

- Studying the technique of DC converters to reduce the operational response time in the 

battery system; 

- Designed the control scheme for different switched-mode converters to help the batteries 

store/supply a desired amount of energy at maximum speed;  

- Analyzed the operating ranges of Buck, Boost, SEPIC, Boost-Buck, and Buck-Boost 

converters to enhance the efficiency of battery and renewable energy sources;  

- Compared the DC converters to know the functional voltage for the energy storage 

system. 

- Extracted PV energy using the boost converter to track the maximum power point 

(MPPT). 

- Designed DC/AC converters to maintain the unbalanced nonlinear load of the PV-based 

battery storage system. 

- Reduced the Total Harmonic Distortion (TDH) of the inverters to enhance the efficiency 

of the power grid. 
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Abstract 
 

Distributed generation (DG) has environmental as well as economic benefits and develops 

new concepts to make the power network more effective and minimize pollution in the 

environment. Being the fluctuation behavior of renewable energy sources (RESs), 

generation, balance, and demand is not an easy task to control because it is not desirable to 

have a constant power generation from RESs due to natural prospects. As a result, the 

dynamic stability of power flow and control of frequency is becoming more challenging due 

to the high penetration impacts of RESs. In this article, we have proposed a control algorithm 

with two scenarios for a high-penetration/hybrid diesel wind-based energy storage system to 

maintain the dynamic stability of power flow and control the frequency in the overall power 

system. The results show that using an integral–derivative (I–D) controller, the transient time 

of wind power flow and the fluctuation rate of frequency are reduced significantly compared 

to the prior research publication. To regulate the network frequency, a storage system 

(battery) is used to store the excess energy without throwing it to the secondary/dump load 

(DL) and minimize the wastage of power produced by the wind turbine. The battery supplied 

the excess wind power when there is a high load demand.  
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Index Terms— Distributed generation (DG), frequency control, integral–derivative (I–D) 

controller, power stability, storage system, wind energy. 

 
2.1 Introduction 

In recent years, the percentage of renewable energies on power grids has increased 

significantly. Climate protection and environmental fossil resources of electric power 

systems need acceptable technical and economic solutions to increase the rate of power 

generation from non-fossil types of energy. Furthermore, the globalization of electricity 

sectors, which was initiated a few years ago, also allows the improvement of new 

technologies of electricity production. Some small-scale productions of renewable energy 

sources (RESs) cannot be equipped with the transmission lines of electricity [1], [2]. The 

connection is made straight to the distribution side of the network and now it is defined as a 

distributed generation (DG). The new prospect started with this type of production makes it 

challenging which is considered the top area study in the field of the power system. DG is 

mainly connected with the same transmission network which is maintained from the central 

station. Therefore, different technical problems arise associated with protection, reliability, 

harmonics, energy storage, and control systems [1]–[5]. Under these conditions, many 

scientists have taken attempts to find and investigate the main constraints that might happen 

throughout the connection made between the power grid and DG. As a consequence of that, 

they have established new mechanisms to analyze the nature of the variables involved in the 

new power network such as power stability, current, voltage, and frequency fluctuations [4], 

[6]. To improve these variables, many researchers have made efforts to develop the power 

network control schemes in their conceiver research. Most of the controllers are integrated 

with proportional, integral, and derivative (PID)-based control techniques; artificial 

intelligence (AI) control techniques; genetic algorithm-based control techniques; fuzzy logic 

techniques; classical control techniques; genetic algorithm-based techniques; neural network 

and particle swarm-based control techniques; and linear quadratic regulator (LQR) control 

techniques [3], [7], [8]. To investigate these types of control strategies on DG-based power 

systems, several works of literature have been reviewed here to gather the information and 
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investigate the dynamic stability of power flow and fluctuation behavior of frequency caused 

by high penetration impacts of RES.  

In [9], a unique rule is proposed to separate the two areas into two systems (sender and 

receiver). Another two subsystems are counted independently by alternatively iterating to get 

the result of power flow. Blaabjerg et al. [10], Ahshan et al. [11], and Kermani et al. [12] 

proposed to develop the distributed power flow management for a multiarea power network 

by using the asynchronous iterative method, where the power share and the output of 

automatic generation control (AGC) generators are adjusted independently by the key 

iterative process. A variable droop technique is proposed to regulate the primary frequency 

with unloaded wind turbines [10], [13], [14]. They have developed a control method of the 

active power flow using the inconstant velocity of wind turbines to cooperate in the primary 

frequency regulator. A reserve capacity of energy production is proposed to reduce the 

frequency fluctuation in the network [15]–[17]. To minimize the time-domain function, a 

bacteria foraging optimization (BFO) algorithm is proposed to verify the data for an optimal 

[11], [18], [19]. A control technique and novel converter for a flywheel energy storage 

system (FESS) are proposed to improve the regulation of grid frequency and balance the 

power flow in a smart grid network [9], [20], [21]. The fluctuation of power flow due to the 

change in wind speed always leads to a frequency fluctuation in the power systems. As a 

result, they have proposed an energy storage system to fix this problem whose objective is to 

preserve energy when there is surplus production of energy and supply the energy in some 

emergency situations when there is a lack of energy in the power network [4], [16], [18].  

By analyzing the above works of literature, we found that they have to dump all the surplus 

energy to the secondary/dump load (DL) to maintain the desired level of frequency in a DG-

based power generation system. This is one of the main drawbacks of a future power plant. 

Taking that into consideration, we have proposed a technical rule for a storage system to 

store the surplus power from the wind turbine and supply it to the grid when we have a high 

load demand with respect to power generation. The stability of wind power flow depends 

upon the natural situation. Therefore, to improve the wind power flow and reduce the 

frequency fluctuation of the network, we have proposed and developed a new control 

strategy to minimize the transient time of wind power flow and the fluctuation behavior of 
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frequency in the grid by increasing the high penetration of DG using an integral–derivative 

(I–D) controller. This article is an extended version of our conference paper (IEEE Electrical 

Power and Energy Conference (EPEC) 2020) [3]. The contributions of this article compared 

to the prior research of publication are listed as follows :  

1. Reduction of transient time of wind power flow and fluctuation behavior of frequency  

     using an I–D controller.  

2.  Regulation of the network frequency using a storage system.  

3. Designing of control scheme to share the power between the networks using a logical  

     algorithm.  

4. Reserving the surplus wind power using a storage system and maintaining a high load  

     demand by supplying it into the network.  

The rest of this article has been illustrated as follows. Section 2.2 describes the model of 

power sources. Section 2.3 provides the formulation of the grid control algorithms for a 

wind-diesel hybrid power system (WDHPS). Section 2.4 represents a test model connected 

by a WDHPS to a power network using a battery-based storage system. Section 2.5 presents 

the simulation results and performance evaluations of the proposed method, and in the end, 

Section 2.6 concludes this article. 

 
2.2 Modeling of power sources 

2.2.1 Synchronous condenser 

The synchronous condenser (nominal rated power of 300 kVA) generates the voltage signal 

to regulate the network voltage when the diesel engine is shut down. The voltage regulator of 

the synchronous condenser will regulate the excitation of the condenser in order to supply the 

reactive power at a nominal voltage level at different buses. Here, the primary task of the 

synchronous condenser is to supply the reactive power in the DG network [22], [23]. 

2.2.2 Wind turbine 

The wind DG is equipped with an asynchronous machine (ASM), rated power of 480 kVA 

with an inertia of 2 s. The wind DG helps to produce a Pwind, wind power to regulate the 
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velocity of rotation of the ASM shaft to determine its mechanical torque. Here, the DG is 

treated to be a constant velocity of the power generator. Thus, it does not have control over 

its pitch angle [24], [25]. 

Table 2.1 Data for tested system [3] 

Sources Symbols/Parameters 

Network 480 V, 300 kVA Synchronous Generator 

Turbine 480 V,   275 kVA Asynchronous Generator; Wind 
velocity, Vnom= 10 m/s; Wind Power, Pnom= 200 kW; 
Pitch angle 00 

Synchronous Condenser Bus SC  

Wind Turbine Bus WT 

Secondary/Dump Load Bus   DL, vary 0 to 446.25 kW by step of 1.75 kW 

 Load Bus L, load (main) 100kW,  load (Extra) 50 kW, 30 kW, and 
45kW 

Storage System SS, 240V,  390 Ah, SOC 50% 

Transformer 150 kVA, 120 kV/ 480 V 

 

2.2.3 Secondary/DL system 

The DL helps to control the system frequency by absorbing the excess wind energy 

corresponding to the consumer demand. It consists of three-phase eight sets of resistors and 

is associated in series with the gate turn-off thyristor switches. The nominal power of all sets 

of resistors maintains a binary (8-bit) advancement in order to absorb the wind power by DL. 

The load can be varied (0–446.25 kW) by steps of 1.75 kW. The DL is only designed to 

control the fluctuation of frequency in the power grid by consuming the power produced by 

the wind turbine that the battery cannot be charged [3], [26], [27]. 

2.2.4 Battery-based energy storage system 

The battery-based energy storage system (BESS) is composed of a battery bank. The power 

(PS-NAME = 150 kW) of a bidirectional IGBT bridge transistor is regulated in the current 

mode. The role of the IGBT transistor is to convert the DC sources to the AC sources in the 

BESS interface connecting with an isolated power network. The BESS rated capacity is 390 
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Ah with a voltage of 240 V, which is allowed to charge and discharge the BESS 

corresponding to the load demand. The control scheme of the current controlled inverter 

(CCI) is shown in Figure 2.1. The control technique of CCI is carried out in a structure of 

rotating dq-coordination. A phase-locked loop (PLL) is used to follow the waveform of grid 

voltage that provides the reference for the coordinate of dq-abc and abc-dq transformation. 

The output of the CCI current is calculated and transformed in the rotating frame as well as 

the currents (both active and reactive) regulated in four quadrants to generate the pulsewidth 

modulation (PWM) signal using an I–D controller. An LC filter is connected in CCI to 

minimize the current ripples [20]. 

 

 

 
 
 
 
 

Figure 2.1 Block diagram of power converter with BESS 

 
2.3 Modeling of power sources 

The principle of dynamic stability of wind power flow and the control technique of frequency 

in the WDHPS network is presented by a logical algorithm shown in Figure 2.2 [3]. To 

secure the performance of WDHPS, the system needs an effective control scheme by using 

the optimum operating mode to avoid any interruption that occurs during the wind power 

flow as well as in the frequency of the network. Therefore, two types of control schemes 

should be considered: one is to ensure the dynamic stability of the power network and reduce 

the frequency fluctuations while another is to fulfill the energy demand with BESS logical 

algorithm [28]. 
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Figure 2.2 Charging and discharging stages of battery in WDHPS using power-sharing 
method [3]. 

 

2.3.1 Frequency Control Technique in WDHPS 

To regulate the network frequency, an instantaneous level of active power must be generated 

and consumed by the loads. To maintain the desired level of wind power flow, the network of 

the DL absorbs the active power that BESS cannot store due to its capacity limitations [1], 

[3], [29]. In this situation, PT > PL where PS > 0. Where PS: BESS supplied power; PT: wind 

turbine generated power; PL: load consumed power. The BESS supplies the energy to the 

WDHPS: in this situation, PT < PL where PS < 0.  

Here, all the surplus wind energy is absorbed by the secondary/DL, 0 < PD, it can be written 

as : 

             PT  – PL – PD  – PS = J ω 
ௗఠ 

ௗ௧
                                                        2.1 

 Here, PD denotes the power absorbed by the secondary/DL and J is the inertia of system. 

             ω = 2 π f / p                                                                             2.2 

where, ω is the velocity (rad/s) of the synchronous machine shaft; p is the poles number of 

the synchronous machine. The losses in equation 2.1 are not considered in this case. Thus, PS 
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< PS_nom and PD < PD_nom (converter nominal value). To keep a steady-state velocity of ASM, 

we can write: 

ௗఠ

ௗ௧
 = 0                                                                                  2.3 

The control strategy of the BESS and DL systems should be coordinated with each other. The 

DL should consume the surplus wind power that the BESS cannot store. Therefore, equation 

2.1 can be written as : 

        PT  – PL= PD + PS                                                                                              2.4 

        Pref  = PS_ref  + PD_ref                                                              2.5 

PD_ref  = 0 when Pref  ˂ PS_nom                          2.6                                                  

Equation 2.5 becomes PD_ref = Pref,, if the BESS reaches its maximum capacity (PS_ref). The 

DL helps to absorb the wind power if Pref is more than the BESS nominal power. The PS_max 

varies with 0 and PS_nom, by using a positive power limit (PPL) signal. The power share 

between the BESS and DL is confirmed by the priority of power consumption using a logical 

algorithm (i.e., DL only consumed the surplus power that the BESS cannot store) [3], [29].  

However, 

      PS_ref = Pref   when Pref ≤ 0                                                          2.7 

PS_ref  = PS_max   when  Pref  > 0                                                       2.8 

In the DL, 

PD_ref = Pref  – PS-max   when   Pref > 0                                             2.9 

PD_ref  = 0     when  Pref  ≤ 0                                                          2.10 

The BESS and DL should recognize the Pref (reference power) simultaneously and maintain 

the accuracy at the time of operation. Thus, three types of control techniques can be 

implemented [1] [2] [8]. Using the DL only when the BESS is completely charged, Ps-max ˂ 

PT –PL, PS = 0; by using the BESS only (0= PD) if |PT – PL| ≤ PS_nom; by using both BESS and 

DL, if (Pref> 0) PT –PL> 0. 

Generally, a Supervisory Control and Data Acquisition (SCADA) system is used to monitor 

and control each part of the system. The SCADA system interacts with each part of the entire 

system. The SCADA system allows each part of the system to be informed about the active 
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of the WDHPS system [1] [3] [29]. 

Figure 2.4 Power sharing strategy between the BESS and DL [1] [3] [29]. 
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2.3.2 Control of BESS 

The BESS performs the two strategies of control mode [1] [8]. 

As a mode of an inverter, the BESS supplies power to the network, where Ps < 0. As a result, 

the BESS discharges as well as the current pass through the network to provide the required 

power to fulfill the load demand. In this situation, the velocity of the wind turbine is defined. 

Therefore, the power produced by the wind turbine is not enough to provide the power to the 

load consumer. 

 As a mode of a rectifier, the BESS consumes the surplus power from the network, where Ps 

> 0. Hence, the BESS charges bypass the current from the network. In this situation, the 

velocity of the wind turbine is very high. The power produced by the wind turbine cannot be 

consumed by the load consumer. Therefore, the surplus power is consumed by the BESS and 

supplies the power in an emergency situation. 

 
2.4 Connecting a wind turbine to the power grid with storage system 

In this paper, we have analyzed the dynamic stability of the wind power flow and the 

behavior of the frequency fluctuation using a BESS in the power network. In this case study, 

an example has been considered for a High Penetration, No Storage of Wind-Diesel system 

(HPNSWD) [1] [3] [14]. This model was developed by Hydro-Quebec for an isolated region 

to reduce the installation and maintenance cost of the power generation system. The 

maximum power produced by the wind turbine relies on the feasible wind resources as well 

as the fuel cost [6]. A wind turbine asynchronous generator rated at 480 V, 275 kVA, a 

synchronous condenser generator rated at 480 V, 300 kVA, a BESS rated at 240 V, 390Ah, a 

secondary/dump load (varying between 0 to 446.25 kW), and consumer load rated up to 230 

kW is used in this case study. According to the cases, we have considered two scenarios of 

operation of the power network to ensure the dynamic stability of the power flow and control 

of the frequency fluctuation [1] [3]. 

Scenario 1: Power Produced by Wind Turbine (PT) is > Overall Load Demand (PL). In this 

situation, BESS (PS) will be charged;  
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Scenario 2: Power Produced by Wind Turbine (PT) is < Overall Load Demand (PL). In this 

situation, BESS (PS) will be discharged.  

Figure 2.5 shows an I-D controller has been optimized to observe the dynamic stability of 

power flow and the behavior of the frequency fluctuation in the network. The I-D controller 

is a control technique where the proportional part of a PID controller is not taken into 

account (i.e. it’s set to zero). By using an I-D controller, the nonlinearity behavior of a wind-

based BESS power network can be easily well-controlled. A three-phase PLL is used for 

amplification of the network frequency. The network voltage is supplied as an input of the 

PLL. To generate a frequency error, a reference frequency (60 Hz) is created to compare with 

the network frequency. After that, the frequency error is integrated to obtain a phase error. In 

the end, the phase error is implemented using an l-D controller to initiate an output PWM 

signal to receive the desired level of load power in the network. 

 

 
 
 
 
 
 
 
 

 

Figure 2.5 Operational diagram of frequency control using an I-D controller [3]. 

 
2.5 Simulation and result 

2.5.1 Power produced by wind turbine (PT) is > overall load demand (PL). In this 
situation, BESS (PS) will be charged 

To produce an adequate level of power, the wind velocity at 10 m/s should be kept in the 

turbine to supply the power to the consumer. Here, the diesel generator is idled. The 

synchronous machine runs as a synchronous condenser when the input of the synchronous 

machine's mechanical power (Pm) is set to zero. When the wind turbine operates at the 

velocity of 10 m/s, we obtain an output power of 206 kW. The wind turbine produces 200 

kW due to the losses in ASM. To analyze the dynamic stability of wind power flow, we have 
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used an I-D controller. Figure 2.6 (a) shows, the transient time of wind power flow is 

significantly reduced and the wind power fluctuation rate at 2.5 s due to the excess load, 50 

kW is improved from 256 kW to 246 kW using the I-D controller. The synchronous 

condenser supplies reactive power at a rate of 15 kVA to maintain an acceptable level of 

voltage to the power network. Figure 2.6 (b) shows the transient time of reactive power flow 

produced by the synchronous condenser was also reduced using an I-D controller.  

 

 

 

 

 

 

 

 
 
 
 
 

Figure 2.6 (a) Power produced by the wind turbine and, (b) Reactive power supply from 
the synchronous condenser, where battery is charged. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.7  (a) Power consumed by consumer load (b) Power supplied from BESS and, 
 (c) Power consumed by DL, where battery is charged. 
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Figure 2.7 (a) shows, the main consumer load is 100 kW. An excess load, of 50 kW has been 

connected at 2.5 s to observe the power stability and fluctuation of frequency in the network. 

Here, the total load of the network is now 150 kW. Which is less than wind power production 

with respect to the load demand. As a result, the BESS was charged (rate of 30 kW), shown 

in Figure 2.7 (b) at 3 s without throwing all the power to the DL. Figure 2.7 (c) shows, DL is 

only absorbed 20 kW that the battery cannot store to regulate the frequency in 60 Hz.  

 
 
 
 
 
 
 
 

Figure 2.8 (a) Network frequency conditions and, (b) Speed generated  
by ASM generator, where BESS is charged. 

 
Figure 2.8 (a) shows, the transient time of network frequency is significantly reduced and the 

frequency fluctuation rate at 2.5 s due to the excess load, 50kW is improved from 59.68 Hz 

to 59.77 Hz using an I-D controller.  The velocity of the ASM is reached at 1.01 pu and runs 

in a generator mode. The transient time of ASM velocity is also reduced using an I-D 

controller shown in Figure 2.8 (b). Figure 2.9 (a) shows, the system voltage stays at 1 pu. For 

more observations,  data was taken from 11 s -13 s.  The current of DL is decreased at 2.5 s 

due to an excess load, 50 kW. The DL is also decreased at 3 s due to the BESS (rate of 30 

kW) charging situation, shown in Figure 2.9 (b). Figure 2.10 (a) presents the BESS (50%) 

State of Charge (SOC), where the BESS is charged from 49.7% to 49.9%. The BESS current 

situation is shown in Figure 2.10 (b). The BESS current was zero before 3 s, but after 3s, the 

BESS received -200 A current to charge by itself and consumed 30 kW energy from the 

network. The voltage of BESS is increased at 3s and stays at 262 V during simulation, shown 

in Figure 2.10 (c).  
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Figure 2.9 (a) Voltage at load bus and, (b) Current at DL, where BESS is charged. 

 

 

 

 

 

 

 

 

Figure 2.10 (a) BESS SOC condition, (b) BESS current condition and,  
(c) BESS voltage condition, where BESS is charged. 

 

2.5.2 Power produced by wind turbine (PT) is < overall load demand (PL). In this 
situation, BESS (PS) will be discharged 

To produce an adequate level of power, the wind velocity should be kept at 10 m/s in the 

turbine to supply the power to the consumer. Here, the diesel generator is idled. The 

synchronous machine runs as a synchronous condenser when the input of the synchronous 

machine's mechanical power (Pm) is set to zero. When the wind turbine operates at the 

velocity of 10 m/s, we obtain an output power of 206 kW. The wind turbine produces 200 

kW due to the losses in ASM. To analyze the dynamic stability of wind power flow, we have 

used an I-D controller. Figure 2.11 (a) shows, the transient time of wind power flow is 

significantly reduced and the wind power fluctuation rate at 0.5 s, 3 s, and 7.5 s due to the 
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excess load, 50 kW, 30 kW, and 45 kW are improved from 256 kW to 248  kW,  232  kW to  

227 kW and  257.5  kW to  243.5  kW respectively using an I-D controller. The synchronous 

condenser supplies reactive power at a rate of 15 kVA to maintain an acceptable level of 

voltage to the power network. Figure 2.11 (b) shows the transient time of reactive power 

flow produced by the synchronous condenser was also reduced using an I-D controller.  

 

 

 

 

 

 

Figure 2.11 (a) Power produced by the wind turbine and, (b) Reactive power supply  
from the synchronous condenser, where BESS is discharged. 

Figure 2.12 (a) Power consumed by consumer load (b) Power supplied from BESS and, (c) 
Power consumed by DL, where BESS is discharged. 

Figure 2.12 (a) shows, the main consumer load is 100 kW. An excess load, 50 kW, 30 kW, 

and 45 kW is connected at 0.5 s, 3 s, and 7.5 s respectively to analyze the wind power 

stability and fluctuation of frequency in the network. Here, the total load of the network is 

now 230 kW. Which is more than the total load demand with respect to wind power 
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generation. Therefore, the BESS was discharged (rate of 50 kW) at 4.5 s is shown in figure 

2.12 (b) to maintain the high load demand in the network. Figure 2.12 (c) shows, DL is only 

absorbed 20 kW that the battery cannot store to regulate the frequency in 60 Hz. 

 

 

 

 

 

 
 
 
 
 

Figure. 2.13. (a) Network frequency conditions and, (b) Speed generated  
by ASM generator, where BESS is discharged. 

 
Figure 2.13 (a) shows, the transient time of network frequency is significantly reduced and 

the frequency fluctuation rate due to the excess load, 50 kW, 30 kW and, 45 kW at 0.5 s, 3 s, 

and 7.5 s are improved from 59.53 kW to 59.58 kW, 59.78 kW to 59.85 kW, and 59.68 kW 

to 59.76 kW respectively using an I-D controller.  The velocity of the ASM is reached at 1.01 

pu and runs in generator mode. The transient time of ASM velocity is also reduced using an 

I-D controller shown in Figure 2.13 (b). Figure 2.14 (a) shows, the system voltage stays at 1 

pu. For more observations, the data was taken from 11 s - 13 s. Figure 2.14 (b) shows, the 

current of DL is decreased due to the excess load, 50 kW, 30 kW, and 45 kW at 0.5 s,  3 s, 

and 7.5 s respectively. The DL is also decreased at 4.5 s due to the BESS (rate of 50 kW) 

discharging situation. Figure 2.15 (a) represents the BESS (50%) State of Charge (SOC), 

where the BESS is discharged from 49.73% to 49.60%. The BESS current situation is shown 

in Figure 2.15 (b). The BESS current was zero before 4.5 s, but after 4.5 s, the BESS 

received 200 A to discharge by itself and supplied 50 kW energy to maintain the load 

demand in the network. The voltage of BESS was decreased at 4.5 s and stayed at 254 V 

during the simulation shown in Figure 2.15 (c).  
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Figure 2.14 (a) Voltage at load bus and, (b) Current at DL, where BESS is discharged. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.15 (a) BESS SOC condition, (b) BESS current condition and, (c) BESS voltage 
condition, where BESS is discharged. 

 
From the above simulation, the result shows, using the I-D-based PID controller the variation 

of wind power flow and the fluctuation of frequency were reduced significantly compared to 

the previous research.  It’s also observed that, without throwing a large amount of power in a 

secondary/dump load to maintain the acceptable level of frequency, a storage system 

(battery) was used to charge when the power from a wind turbine is higher than the total load 

demand and discharged when the power from a wind turbine is less than total load demand. 

 

2.6 Conclusion 

In this paper, the technologies associated with wind-based DG, the frequency fluctuation 

behavior along with wind turbines were identified and simulated. The wind power stability 
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and the frequency control technique were analyzed elaborately. Power-sharing methods 

between the BEES and DL are presented with a high penetration-based DG using a logical 

algorithm.  In addition, it is also observed that without throwing a large amount of power in a 

secondary/DL, a storage system can be used to store the energy and supply when there is a 

high load demand with respect to the power generation by the wind turbine.  The response of 

the BESS usually depends on the technology used and its dynamics which can cause a wide 

variation in the power network (i.e. power flow, voltage and, frequency). The simulation 

shows, the load variation at different times to analyze the dynamic stability of wind power 

flow and the fluctuation behavior of frequency with I-D-based PID controller. 
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Abstract 
 

Major changes in the technologies of power generation and distribution systems have been 

introduced in recent years due to concern over rapid climate change. Therefore, disturbances 

in the large-scale generation, transmission, and distribution of energy are expected to occur 

in the near future. This is due to the difficulty in controlling the transmission and distribution 

of energy produced from renewable energy sources (RESs), caused by the instability of these 

sources and the intermittent nature of their energy. As a result, maintaining the dynamic 

stability of wind power flow and control of the network frequency is becoming more 

challenging due to the high penetration impacts of RESs. In this paper, a control algorithm 

using the power-sharing method is proposed for a wind-based energy storage system to 

maintain the dynamic stability of wind power flow and control of frequency in the power 

network. To maintain the network stability, a storage system (battery) was installed to store 

the excess wind power without throwing it into the Secondary/Dump Load (SL) and 

minimize losses in power generated by the wind turbine. The results show, the transient time 

of wind power flow and the fluctuation rate of frequency are reduced significantly using a 
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Fuzzy Logic (FL) controller compared to the Proportional Integral Derivative (PID) 

controller.  

Keywords: wind energy; power stability; storage system; secondary/dump load; frequency 

control; PID controller; fuzzy logic controller 

 
3.1 Introduction 

In recent years, the percentage of renewable energies on power grids has increased 

significantly. This rise was prompted by policies aimed at combating climate change and 

securing a sustainable energy supply. The Intergovernmental Panel on Climate Change 

(IPCC) reported that: “the production of greenhouse gases, such as nitrous oxide (N2O), 

carbon dioxide (CO2) and methane (CH4) are responsible for global warming due to the 

evolution of fossil fuels” [1]. The replacement of fossil energy sources by renewable energy 

sources (RESs) such as wind, solar, biomass, hydroelectricity, etc., and their integration into 

low and high-voltage electrical networks is currently the subject of research in several 

countries such as the United States, Canada, Germany, and China. 

Concerns about climate change caused by the usage of fossil fuels have made renewable 

energy one of the most popular research topics [2]. Around 23.7 percent of the world’s power 

is produced by RESs. This implies that renewable energy accounts for a quarter of global 

power generation, with photovoltaic (PV) and wind turbine (WT) systems accounting for 

77% of new renewable energy installations [2]. The main focus in renewable energy is on 

microgrids, which are hybrid renewable energy systems that are the subject of intense 

investigation. A microgrid is a system that produces clean, sustainable, steady, and 

dependable electricity by combining renewable resources with one or more conventional 

power sources [3]. They can be connected to the grid or run independently [2]. Due to the 

requirement for a control system to efficiently manage the operation of intermittent 

renewable resources, an energy management system is generally included inside a microgrid 

[4]. This is mainly achieved by including an energy storage system to increase the 

effectiveness and stability of the microgrid. Recently, several studies have implemented a 

fuzzy logic controller to employ Energy Management Systems (EMS) on Microgrids. Due to 

its ability to handle many tasks effectively and forecast wind speed, solar radiation, load 
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usage, and even the grid’s health, fuzzy logic is an effective microgrid control, particularly 

when several functions are performed on the microgrid [2]. It can regulate many operations 

in the microgrid, including load shedding, energy cost reductions, and CO2 emissions [5]. 

Several studies in the literature used the Fuzzy Logic Energy Management System (FLEMS) 

to regulate the level of charge of battery energy storage in microgrids of various topologies in 

order to extend their lifetime and provide smooth operation [2]. The lifespan of the battery 

for a microgrid constituted of PV, WT, and Battery Energy Storage (BES), and supplying 

different sorts of loads, can be increased by maintaining the State of Charge (SOC) of the 

batteries using FLEMS [6, 7]. Considerable achievement in battery lifespan can also be made 

by estimating the Fuel Cell (FC) electrolyzer and battery power based on the batteries’ SOC 

and the FC’s hydrogen tank level using FLEMS for a standalone microgrid equipped with 

PV, WT, battery storage, and an FC [8, 9]. A FLEMS can also be used to maximize hydrogen 

production and optimize power flow and generation in a microgrid composed of PV, FC, and 

BESS controlled by FLEMS [10]. Furthermore, the grid power profile can be smoothed in a 

grid-connected AC microgrid while maintaining the SOC of the BESS with the lowest 

possible fuzzy logic rules using an FLMS [11]. 

Maintaining the SOC of battery storage is one of the key issues of building the EMS of 

microgrids of various topologies, as we can see from past research. According to the 

research, there are several benefits to using intelligence methods to optimize the FLEMS of 

various microgrid topologies [2]. FLEMS optimization allows for more accurate control, 

resulting in more efficient operation, reduced backup system costs, and a more balanced 

operation between generation and consumption [2]. Several studies have been published that 

have improved the FLEMS of microgrids. Many optimization approaches for microgrids 

FLEMS have been utilized. Particle swarm optimization (PSO) [12, 13, 14], genetic 

algorithm (GA) optimization technique [15], seeker optimization approach (SOA) [16], and 

ABC optimization technique [17, 18] are all examples of this.  

One of the most popular forms of renewable energy today is wind energy [19, 20]. However, 

the stochastic nature of this energy makes it difficult to integrate it into the power grid, 

especially when it comes to large-scale integration into Voltage Source Converter-based 
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High Voltage Direct Current (VSC-HVDC) power grids. In addition, perfect synchronization 

is required to improve power quality as well as the frequency for keeping the network stable 

and robust. The globalization of the electricity sector, which was initiated a few years back, 

allows the improvement of new technologies of power generation. Some small-scale 

productions of RESs may not be equipped with transmission lines of electricity [21, 22]. The 

connection of RESs is made straight to the distribution side of the grid and the microgrid is 

defined as a Distributed Generation (DG). The new prospect with this type of energy 

production makes it challenging, which is considered the top area of study in power system 

generation. 

DG is mainly connected with the same transmission network which is maintained from the 

central station. Therefore, different technical problems arise associated with protection, 

reliability, harmonics, energy storage, and control systems [21, 22, 23, 24]. Due to changes in 

the environmental parameters, it is difficult to have continuous power generation from RESs. 

The fluctuating nature of power generated from these systems, wind in particular [25], makes 

it difficult to control, balance, and demand their energy. As a result, the dynamic stability of 

network frequency is becoming more challenging due to the high penetration impacts of 

RESs. Under these conditions, many scientists have made attempts to find and investigate the 

main constraints that might happen throughout the connection between the power grid and 

DG. The impacts of one non-renewable and two renewable types of DG on voltage profiles 

and power losses on a distribution network were examined [26]. The conclusion was 

different types of DG differently influence the distribution network, and their precise location 

and size are vital in reducing power losses and improving voltage stability. Consequently, 

new mechanisms to analyze the nature of the variables involved in the new power network 

such as power stability, current, voltage, and frequency fluctuations have been established 

[21, 22, 23, 27, 28]. To improve these variables, many researchers made efforts to develop 

power network control schemes in their pioneer research. Most of the controllers are based 

on classical control techniques such as Proportional Integral Derivative (PID), and Artificial 

Intelligence Control Techniques such as Genetic Algorithms, Fuzzy Logic, Neural Networks, 

Particle Swarm, and Linear Quadratic Regulator Control Techniques [29, 30]. To investigate 

these types of control strategies on DG-based power systems, literature was carried out to 
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gather information and investigate the dynamic stability of power flow and fluctuation 

behavior of frequency caused by the high penetration of RESs into the grid. To keep the 

acceptable frequency level in a DG-based power generation system, the excess power 

produced by the RESs compared to the total load demand needs to be thrown in the 

Secondary/Dump Load (SL). This has been found to be one of the main drawbacks of a 

future power plant system [31, 32, 33]. In this paper, a technical rule to store excess energy 

from the wind turbine and supply it to the grid in case of power shortage is proposed. The 

stability of wind power flow depends upon the natural situation. Therefore, to improve the 

wind power flow and reduce the frequency fluctuation of the network, a new control strategy 

has been developed and proposed to minimize the transient time of wind power flow as well 

as the fluctuation behavior of frequency in the grid. This is achieved by increasing the high 

penetration of DG using PID and fuzzy logical controllers. 

The contributions of this paper are summarized as follows: 

 Designing a control scheme to share the power between the networks using a logical 
algorithm; 

 Regulation of the network frequency using a storage system; 

 Reduction of the transient time of wind power flow and the fluctuation behavior of 
frequency using a fuzzy logical controller; 

 Storing the surplus wind power and maintaining a high load demand by supplying it into 
the network; 

 Comparing the robustness of the fuzzy logic controller over the PID controller to reduce 
the fluctuation behavior of frequency in the network. 

The rest of the paper is organized as follows: Section 3.2 describes the modeling of the 

distributed generation grid. Section 3.3 provides the control algorithm formulation for a 

Wind–Diesel Hybrid Power System (WDHPS). Section 3.4 highlights the control techniques 

applied to the network. Section 3.5 presents the tested scheme connected with a WDHPS to a 

power network using a battery-based storage system. Simulation results and performance 

evaluations of the proposed method are presented in Section 3.6, and Section 3.7 concludes 

the paper. 
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3.2 Modeling of distributed generation grid 

3.2.1 Wind turbine 

The wind turbine is equipped with an Asynchronous Machine (ASM), rated power of 480 

kVA with an inertia of 2 s. The wind DG helps to produce a wind power Pwind to regulate the 

velocity of rotation of the ASM shaft to determine its mechanical torque. Here, the DG 

operated at a constant velocity (10 m/s) of the wind power generator. Thus, it does not admit 

to control over its pitch angle [20]. As a function of turbine speed and wind speed, a 2-D 

lookup chart is used to measure the output of the turbine torque (Tm). The characteristics of 

the wind turbine are presented in Figure 3.1. 

 

 

 

 

 
 
 
 

 

 

Figure 3.1 Operational characteristics of the wind turbine. 

 
3.2.2 Secondary/Dump Load System 

The Secondary Load (SL) helps to control the system frequency by absorbing the excess 

wind energy corresponding to the consumer demand. It consists of three-phase eight sets of 

resistors grouped in series with Gate turn-off thyristor switches (GTO), shown in Figure 3.2a. 

The nominal power of all sets of resistors, shown in Figure 3.2b, maintains binary (8-bit) 

advancement to absorb the wind power by the SL. The resistive loads can be varied from 0 to 

446.25 kW by steps of 1.75 kW. The SL is only designed to control the fluctuation of 

frequency in the power grid by consuming the power produced by the wind turbine that the 

battery cannot store [23, 27]. GTOs are simulated by ideal switches. 
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Figure 3.2 (a) 8-bit three-phase GTO switches (b) Operational block   
diagram of three-phase resistive loads. 

 
3.2.3 Battery-based energy storage system 

A Battery-based Energy Storage System (BESS) with a power converter is shown in Figure 

3.3a. The BESS is composed of a battery bank. The power (PS-NAME = 150 kW) of a bridge 

bidirectional Insulated Gate Bipolar Transistor (IGBT) is regulated in the current mode. The 

role of the IGBT is to convert the DC sources to the AC sources in the BESS interface 

connecting with an isolated power network. The BESS-rated capacity is 390 Ah with a 

voltage of 240 V, which can charge and discharge the BESS corresponding to the load 

demand of the power network. The control scheme of the Current Controlled Inverter (CCI) 

is shown in Figure 3.3b. The control technique of CCI is carried out in a structure of rotating 

dq-coordination. A Phase-Locked Loop (PLL) is used to follow the waveform of grid voltage 

that provides the reference for the coordinate of dq-abc and abc-dq transformation. The 

output of the CCI current is calculated and transformed in the rotating frame as well as the 

currents (both active and reactive) regulated in four quadrants using a Proportional Integral 

(PI) controller. According to the rating of the proportional gain Kp = 1, the integral gain Ki = 

200, and sample time 50 μs, the response time of the CCI is less than 1 min/s. Therefore, the 

control of frequency becomes very fast in the power grid [35]. An LC filter is connected in 

the CCI to minimize the current ripples. A step-down transformer rated 120 kV/480 V, 150 

kVA is used to connect the BESS with an isolated network. 
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Figure 3.3 (a) Block diagram of a power converter with BESS. 
(b) Control scheme of a current-controlled inverter. 

 
3.2.4 Synchronous condenser 

A synchronous condenser (nominal rated power of 300 kVA) generates the voltage signal to 

regulate the network voltage when the diesel engine is shut down. The voltage regulator of 

the synchronous condenser regulating the excitation of the condenser to supply the reactive 

power at a nominal voltage level at different buses is shown in Figure 3.4. Here, the primary 

task of the synchronous condenser is to supply the reactive power in the DG network [36, 

37]. 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 3.4 The control scheme of a synchronous condenser. 

 
Parameters of the WDHPS network with BESS systems are presented in Table 3.1. 
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Table 3.1 Parameters for tested WDHPS network 

Sources Symbols/Parameters 

Network 480 V, 300 kVA Synchronous Generator 

Turbine 480 V, 275 kVA Asynchronous Generator; Wind 
velocity, Vnom= 10 m/s; Wind Power, Pnom= 200 
kW; Pitch angle 00 

Load Bus L, load (main) 100 kW,  load (Extra) 50 kW, 30 
kW, and 45 kW 

Secondary/Dump Load Bus   SL, vary 0 to 446.25 kW by step of 1.75 kW 

Synchronous Condenser Bus SC 

Wind Turbine Bus WT 

Storage System SS, 240V,  390 Ah, SOC 50% 

Transformer 150 kVA, 120 kV/ 480 V 

 
3.3 Control algorithms for WDHPS 

The principle of dynamic stability of wind power flow and the control technique of frequency 

in the WDHPS network is presented by a logical algorithm shown in Figure 3.5.  

 
 
 
 
 
 
 
 
 

 

 

 

 
 
 

Figure 3.5 The control algorithm for the proposed WDHPS network. 
 
To secure the performance of WDHPS, the system needs an effective control scheme by 

using the optimum operating mode to avoid any interruption that occurs during the wind 
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power flow as well as in the frequency of the network. Therefore, two types of control 

schemes should be considered: one is to ensure the dynamic stability of the power network 

and reduce the frequency fluctuations while another is to fulfill the energy demand with 

BESS logical algorithm. 

 
3.3.1 Control technique of frequency in WDHPS network 

To regulate the network frequency, an instantaneous level of active power must be generated 

and consumed by the loads. To maintain the desired level of wind power flow in the network, 

the SL absorbs the active power that the BESS cannot store due to its capacity limitations 

[27, 29, 38-40]. In this situation, PT > PL, when PS > 0. Where PS: BESS supplied power; PT: 

Wind turbine generated power; PL: Load consumed power. In case the BESS supplies the 

energy to the WDHPS, PT < PL when PS < 0. Here, all the surplus wind energy is absorbed by 

the SL, 0 < PSL. It can be written: 

𝑃் − 𝑃௅ − 𝑃ௌ௅ − 𝑃ௌ = 𝐽𝜔 
ௗఠ

ௗ௧
  3.1 

Where PSL denoted the power absorbed by the SL and J is the inertia of the system, 

𝜔 = 2 𝜋 𝑓 𝑝⁄   3.2 

Where ꞷ is the velocity (rad /s) of the synchronous machine shaft; p is the pole number of the 

synchronous machine. The losses in Equation 3.1 are not being considered in this case. Thus, 

PS < PS_nom and PSL < PSL_nom (converter nominal value). To keep a steady-state velocity of 

ASM, we can write: 

ௗఠ

ௗ௧
= 0  3.3 

The control strategy of the BESS and SL systems should be coordinated with each other. The 

SL should consume the surplus wind power that the BESS cannot store. Therefore, Equation 

3.1 can be written: 

𝑃் − 𝑃௅ = 𝑃ௌ௅ + 𝑃ௌ      3.4 
 𝑃௥௘௙ = 𝑃ௌష௥௘௙  +  𝑃ௌ௅ష௥௘௙  3.5 

𝑃ௌ௅ష௥௘௙  = 0  𝑤ℎ𝑒𝑛  𝑃௥௘௙ <  𝑃ௌష௡௢௠  3.6 

Equation 3.5 becomes PSL-ref = Pref, if the BESS reaches its maximum capacity (PS_ref).  The 

SL helps to absorb the wind power if Pref is more than the BESS nominal power. The PS-max 
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varies between 0 and PS_nom, by using a Positive Power Limit (PPL) signal. The power shared 

between the BESS and the SL is determined by the priority of power consumption using a 

logical algorithm. (i.e., SL only consumed the surplus power that the BESS cannot store).       

However: 

𝑃ௌష௥௘௙  = 𝑃௥௘௙  𝑤ℎ𝑒𝑛   𝑃௥௘௙  ≤ 0  3.7 

 
𝑃ௌష௥௘௙  = 𝑃ௌష௠௔௫  𝑤ℎ𝑒𝑛   𝑃௥௘௙ > 0      3.8 

In SL: 
  𝑃ௌ௅ష௥௘௙  =  𝑃௥௘௙ −  𝑃ௌష௠௔௫  𝑤ℎ𝑒𝑛   𝑃௥௘௙ > 0                                      3.9 

  
𝑃ௌ௅ష௥௘௙  = 0 𝑤ℎ𝑒𝑛  𝑃௥௘௙                                                                      3.10 

 
The BESS and SL should recognize the Pref (reference power) simultaneously and maintain 

accuracy at the time of operation. Thus, three types of control techniques can be implemented 

[19, 23, 27]. Using the SL only when BESS is completely charged, PS-max ˂ PT - PL, PS = 0; 

using the BESS only (0= PSL) if |PT – PL| ≤ PS_nom; and using both BESS and SL, if (Pref > 0) 

PT - PL > 0.  

 

 

 

 

 

 

 

Figure 3.6 (a) Frequency control scheme of the WDHPS system. (b) Power-sharing  
strategy between the BESS and SL. 

 
The principle of the frequency control scheme for a WDHPS system and the method of 

power sharing between the BESS and SL are represented in the following Figure 3.6 a, b, 

respectively. Here, the three-phase Phase Locked Loop (PLL) collects the error of frequency 

(which is the difference between the reference frequency of 60 Hz and the actual network 

frequency); and supplies the Pref to confirm the power-sharing priority between the BESS and 
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SL [38]. This is done by using a logical algorithm. At this stage, the power in the BESS node 

remains at its nominal value under normal situations. 

 
3.3.2 The BESS control strategies 

The BESS follows two strategies of control mode [21, 22, 41]. 

As an inverter, the BESS supplies power to the network, Ps < 0. As a result, the BESS 

discharges to provide the required power to fulfill the load demand as the current passes 

through the network. Thereby, the velocity of the wind turbine is defined. Consequently, the 

power produced by the wind turbine is not enough to cover consumer load demand. 

As a rectifier, the BESS consumes the surplus power from the network, Ps > 0. Hence, the 

BESS charges bypass the current from the network. In this situation, the velocity of the wind 

turbine is very high. The power produced by the wind turbine is more than the total load 

demand. Therefore, the surplus power is stored by the BESS and supplied in case of sudden 

or peak demand. 

 
3.4 Control techniques applied to the network 

In these scenarios, a fuzzy logic controller and a PID controller are used and compared to 

each other to analyze the wind power flow and frequency stability in the network. Figure 3.7 

a, b shows the operational block diagram of the PID controller and fuzzy logic controller, 

respectively. 

 
 
 
 
 
 
 

 
 
 
 

Figure 3.7 (a) Frequency control scheme using PID controller. 
(b) Frequency control scheme using fuzzy logic controller. 
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A three-phase PLL is used to amplify the network frequency. The network voltage is 

supplied as an input of the PLL. To generate a frequency error, a reference frequency of 60 

Hz is considered and compared to the network frequency. The obtained frequency error is 

integrated to generate a phase error. In the end, the phase error is implemented using the PID 

controller to initiate an output signal to receive the desired level of load power. According to 

the characteristics of the network, the proportional gain, Kp = 255, integral gain Ki = 0, and 

the derivative gain Kd = 55 of the PID controller with a sample time Ts = 200 μs has been 

tuned to maintain the dynamic stability of the frequency in the power grid [35]. For the fuzzy 

logic controller, the frequency error (input 1) is merged with the derivative of frequency error 

(input 2) and sent to the fuzzification interface where the defuzzification (output) is 

previously determined according to the characteristics of the PWM signal. 

 
3.4.1 Fuzzy logic control technique 

Fuzzy Logic is a logical algorithm that allows the true condition to be between 0 and 1. In 

these situations, the Fuzzy Logic controller can be defined as a degree of truth. It mainly 

involves four operational units: (a) Fuzzification-interface, (b) Rule matrix-interface, (c) 

Fuzzy engine-interference, and (d) Defuzzification-interface as shown Figure 3.8. 

Fuzzification-interface especially associates with the input’s parameters. To decide the pre-

defined Membership Function (MF), input parameters are fuzzified. The MF can be designed 

with different structures like sinusoidal, triangular, exponential, and trapezoidal. It is defined 

by selecting the position of input on the x-axis and the quantity of class variables input on the 

y-axis. The MF should have to keep the quantity of class variables in the range between 0 

and 1. The rule matrix interface unit is used to determine the sets of fuzzy rules and the 

operation of the conditional functions. The rules of fuzzy logic are described as follows: 

If x = A and y = B, then z = C 

Where both A and B are sets of conditions to be fulfilled, and C is a set of results to be 

analyzed. Defuzzification-interface transforms the fuzzy values into crisp values. Several 

operational techniques of defuzzification-interface can be performed (weight average, 

bisector mean, centroid, and max-membership) [42, 43]. 
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Figure 3.8 Operational diagram fuzzy logic controller. 

 
3.4.2 Operational principle of MF and their rules 

Stage 1: At the beginning of the operation, the input and output of the fuzzy logic controller 

as well as the dimensions of its variables must be determined. According to the matrix rule, 

the input signal must be in the ‘IF’ segment and the output signal must be in the ‘THEN’ 

segment. 

Stage 2: The MF and the fuzzy sets must be defined. Then, the degree of fuzzy MF must 

connect with all input variables where the output signal is previously identified. 

Stage 3: Here, the fuzzy-interference engine must be described. Then, the rules of the fuzzy 

logic should be converted to the control rules and regulate the controller with respect to the 

rules. 

Stage 4: At the end, the defuzzification interface processes the rules and transforms the 

output values of fuzzy logic to crisp values. 

For this case study, the fuzzifier converts two input signals. The first signal is the frequency 

error (∆ω) and the other one is the signal of the derivative of the frequency error which can 

be defined as the rate of change of the frequency error signal ∆(∆ω). As an output signal, the 

defuzzification decodes the PWM signal. In this fuzzy logic controller, the frequency error 

signal is applied as input 1. The dimension of this input variable is in the range +1 to −1 

which has three MFs. The domain of MFs is split up into three linguistic areas designated by 

‘Positive Error’ (0 1 1), ‘Zero Error’ (−1 0 1), and ‘Negative Error’ (−1 −1 0). The structure 

of the three MFs corresponds with a triangular-based MF. Figure 3.9a shows the MFs of the 

three linguistic variables. The rate of change of the frequency error signal ∆(∆ω) is applied as 

input 2. The dimension of this input variable is in the range +1 to −1 which has three MFs. 



 

The domain of MFs is split up into three linguistic areas designated by ‘Positive 

1), ‘Zero Error’ (−1 0 1), and ‘Negative Error’ (−1 −1 0). The structure of the three MFs 

corresponds with a triangular

MFs of three linguistic variables.

 
 
 
 
 

Figure 3.9 

 
The output fuzzy logic consists of five MFs which are based on the PWM signal. The 

dimension of this output variable is in the range 

split up to five linguistic areas designated by ‘Positive Large’ (1 1 1), ‘Positive Small’ (0.5 

0.5 0.5), ‘Zero’ (0 0 0), ‘Negative Small’ (

The structure of all MFs 

MFs of the three linguistic variables.

 

 
 
 
 
 
 
 
 

Figure 3.10
 
The major components of the fuzzy logic controller are the mechanism inference and the 

rules. Generally, the fuzzy logic rules are classified in a set of linguistic algorithms. Each rule 

is triggered with varying judgment to support the MF’s inputs as well

The domain of MFs is split up into three linguistic areas designated by ‘Positive 

−1 0 1), and ‘Negative Error’ (−1 −1 0). The structure of the three MFs 

corresponds with a triangular-based MF and they overlay each other. Figure 3.9b shows the 

MFs of three linguistic variables. 

Figure 3.9 (a) Membership function, Input variable 1.
(b) Membership function, Input variable 2. 

The output fuzzy logic consists of five MFs which are based on the PWM signal. The 

dimension of this output variable is in the range −1 to +1. The domain of the output MF is 

p to five linguistic areas designated by ‘Positive Large’ (1 1 1), ‘Positive Small’ (0.5 

0.5 0.5), ‘Zero’ (0 0 0), ‘Negative Small’ (−0.5 −0.5 −0.5), and ‘Negative Large’ (−1 −1 −1). 

The structure of all MFs corresponds with a triangular-shaped MF. Figure 

MFs of the three linguistic variables. 

Figure 3.10 Output variables of membership function.

The major components of the fuzzy logic controller are the mechanism inference and the 

rules. Generally, the fuzzy logic rules are classified in a set of linguistic algorithms. Each rule 

is triggered with varying judgment to support the MF’s inputs as well as output. To operate 
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The domain of MFs is split up into three linguistic areas designated by ‘Positive Error’ (0 1 

−1 0 1), and ‘Negative Error’ (−1 −1 0). The structure of the three MFs 

based MF and they overlay each other. Figure 3.9b shows the 

ip function, Input variable 1. 

The output fuzzy logic consists of five MFs which are based on the PWM signal. The 

−1 to +1. The domain of the output MF is 

p to five linguistic areas designated by ‘Positive Large’ (1 1 1), ‘Positive Small’ (0.5 

−0.5 −0.5 −0.5), and ‘Negative Large’ (−1 −1 −1). 

shaped MF. Figure 3.10 shows the 

Output variables of membership function. 

The major components of the fuzzy logic controller are the mechanism inference and the 

rules. Generally, the fuzzy logic rules are classified in a set of linguistic algorithms. Each rule 

as output. To operate 
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the entire system, a set of nine IF-THEN rules are shown in Table 3.2. A triangular-based 

MF is used for each fuzzy set. 

Table 3.2 Fuzzy logic operation with If-Then rules. 

Number Fuzzy Logic Rules 

1 
If Frequency Error is Negative Error and Derivative of Frequency Error is Negative 
Derivative Error, Then PWM is Negative Large 

2 
If Frequency Error is Negative Error and Derivative of Frequency Error is Zero 
Derivative Error, Then PWM is Negative Small 

3 
If Frequency Negative Error and Derivative of Frequency Error is Positive Derivative 
Error, Then PWM is Zero 

4 
If Frequency Error is Zero Error and Derivative of Frequency Error is Negative 
Derivative Error, Then PWM is Negative Small 

5 
If Frequency Error is Zero Error and Derivative of Frequency Error is Zero Derivative 
Error, Then PWM is Zero 

6 
If Frequency Error is Zero Error and Derivative of Frequency Error is Positive 
Derivative Error, Then PWM is Positive Small 

7 
If Frequency Error is Positive Error and Derivative of Frequency Error is Negative 
Derivative Error, Then PWM is Zero 

8 
If Frequency Error is Positive Error and Derivative of Frequency Error is Zero 
Derivative Error, Then PWM is Positive Small 

9 
If Frequency Error is Positive Error and Derivative of Frequency Error is Positive 
Derivative Error, Then PWM is Positive Large 

 

To set up the fuzzy rule-based system, the Zadeh logical ‘and’ is used and it is defined as: 

µX and µY = min {µX, µY}                                                 3.11  

Where, µX, µY are the input membership functions of the Fuzzy sets of X and Y, 

respectively. The operational rules-base of the fuzzy logic controller is presented in Table 

3.3. A centroid defuzzifier interface is used to convert the fuzzy sets into real numbers. The 

output ů (t) of the fuzzy logic controller is as follows: 

ů(𝑡) =
∑ ℎ೔µ೔

∑ µ೔

                                                                         3.12       

Where, hi is the output member value of i-th rule and µi is the value of the output 

membership function of the i-th rule. To obtain the final required PWM duty cycle, Equation 

3.12 should be integrated. 
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Table 3.3 Fuzzy rule-based operation. 

Frequency  Error NE ZE PS 

Derivative of  Frequency Error     

DNE NL NS ZE 

DZE NS ZE PS 

DPE ZE PS PL 

 

3.5 Connection of wind turbine with SL and BESS to the power network 

In this paper, the analysis of the dynamic stability of wind power flow and the behavior of 

frequency fluctuation using a BESS in the power network is performed. In this case study, an 

example is considered for a High Penetration, No Storage Wind–Diesel system (HPNSWD) 

[23, 27, 44]. This model was developed by Hydro Quebec for an isolated region to reduce the 

installation and maintenance cost of the power generation system. The maximum power 

produced by the wind turbine relies on the feasible wind resources as well as fuel cost [42]. A 

wind turbine asynchronous generator rated at 480 V, 275 kVA, a synchronous condenser 

generator rated at 480 V, 300 kVA, a BESS rated at 240 V, 390 Ah, a SL (varying between 0 

to 446.25 kW), and consumer load rated up to 230 kW are used in this case study. According 

to the studied case, two scenarios of operation of the power network to ensure the dynamic 

stability of the power flow and control of the frequency fluctuation are considered [21, 22]. 

Scenario 1: Power produced by a wind turbine (PT) is > overall load demand (PL). In this 

situation, the BESS (PS) will be charged. 

Scenario 2: Power produced by a wind turbine (PT) is < overall load demand (PL). In this 

situation, the BESS (PS) will be discharged. 

The two scenarios are analyzed in detail in Section 6 and related to a simulation and results. 

 
3.6 Simulation and result 

To provide an adequate amount of energy to consumers, a wind speed of 10 ms−1 must be 

maintained in the turbine. In this case, the diesel generator is idled. The synchronous 

machine runs as a synchronous condenser when the mechanical power (Pm) input of the 

synchronous machine is fixed to zero. When the wind turbine operates at a velocity of 10 
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ms−1, an output power of 206 kW is obtained. Hence, the wind turbine produces 200 kW due 

to the losses in ASM. 

 
3.6.1 Power produced by wind turbine (PT) is > overall load demand (PL). In this 

situation, the BESS (PS) will be charged 

To analyze the dynamic stability of wind power flow, a comparison of the performance 

of the fuzzy logic controller over the PID controller was carried out. Figure 3.11a shows that 

the transient time of wind power is greatly reduced, and its fluctuation rate at 2.5 s is 

improved from 256 kW to 244 kW due to the additional load of 50 kW when using the fuzzy 

logic control compared to the PID controller. The synchronous condenser supplies reactive 

power at a rate of 15 kVA to maintain an acceptable level of voltage to the power 

network. Figure 3.11b reveals the transient time of reactive power flow produced by the 

synchronous condenser was also reduced using the fuzzy logic controller. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.11 (a) The power produced by the wind turbine. (b) Reactive power supply from the 
synchronous condenser. (c) Power consumed by consumer load. (d) Power supplied from the 

BESS. (e) Power consumed by SL, when the battery is charged. 



 

Figure 3.11c indicates that the main consumer load is 100 kW. An excess load of 50 kW has 

been connected at 2.5 s to observe the power stability and fluctuation of frequency in the 

network. Then, the total load of the network is 150 kW,

produced with respect to the load demand. Therefore, without sending the excess power to 

the SL, the BESS was charged a

11d. Figure 11e shows the SL only absorbed 20 kW that the battery cannot store to regulate 

the frequency of 60 Hz. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.12 (a) Network frequency conditions. (
(c) Voltage at load bus. (

 
Figure 3.12a shows the transient time of network frequency is significantly reduced. 

Additionally, the frequency fluctuation rate at 2.5 s due t

improved from 59.68 Hz to 59.75 Hz using the fuzzy logic controller compared to the PID 

controller. The velocity of the ASM is reached at 1.01 pu and runs in generator mode. The 

transient time of ASM velocity is also reduced u

in Figure 3.12b. Figure 3.

data was collected from 10 s to 14 s. The current of the SL decreased at 2.5 s due to an 

excess load of 50 kW. The SL also de

state, shown in Figure 3.12

 

c indicates that the main consumer load is 100 kW. An excess load of 50 kW has 

been connected at 2.5 s to observe the power stability and fluctuation of frequency in the 

network. Then, the total load of the network is 150 kW, which is less than 

produced with respect to the load demand. Therefore, without sending the excess power to 

the SL, the BESS was charged at the rate of charge 30 kW in 3 s as shown in

e shows the SL only absorbed 20 kW that the battery cannot store to regulate 

) Network frequency conditions. (b) Speed generated by ASM generator. 
) Voltage at load bus. (d) The current at SL, when the BESS is charged.

a shows the transient time of network frequency is significantly reduced. 

Additionally, the frequency fluctuation rate at 2.5 s due to the excess load of 50 kW is 

improved from 59.68 Hz to 59.75 Hz using the fuzzy logic controller compared to the PID 

controller. The velocity of the ASM is reached at 1.01 pu and runs in generator mode. The 

transient time of ASM velocity is also reduced using the fuzzy logic controller shown 

3.12c shows the system voltage stays at 1 pu. For more observations, 

data was collected from 10 s to 14 s. The current of the SL decreased at 2.5 s due to an 

excess load of 50 kW. The SL also decreases at 3 s due to the BESS (rate of 30 kW) charging 

12d. 
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c indicates that the main consumer load is 100 kW. An excess load of 50 kW has 

been connected at 2.5 s to observe the power stability and fluctuation of frequency in the 

which is less than the wind power 

produced with respect to the load demand. Therefore, without sending the excess power to 

s as shown in Figure 

e shows the SL only absorbed 20 kW that the battery cannot store to regulate 

) Speed generated by ASM generator.  
) The current at SL, when the BESS is charged. 

a shows the transient time of network frequency is significantly reduced. 

o the excess load of 50 kW is 

improved from 59.68 Hz to 59.75 Hz using the fuzzy logic controller compared to the PID 

controller. The velocity of the ASM is reached at 1.01 pu and runs in generator mode. The 

sing the fuzzy logic controller shown 

c shows the system voltage stays at 1 pu. For more observations, 

data was collected from 10 s to 14 s. The current of the SL decreased at 2.5 s due to an 

creases at 3 s due to the BESS (rate of 30 kW) charging 
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Figure 3.13. (a) BESS SOC condition, (b) BESS current condition and,  
(c) BESS voltage condition, where the BESS is charged. 

 
Figure 3.13a presents the State of Charge (SOC) of the BESS at 50%. At this point, the BESS 

is charged from 49.7% to 49.9%. The BESS current situation is shown in Figure 3.13b. The 

BESS current was zero before 3 s, but after 3 s, the BESS received a −200 A current to 

charge and consumed 30 kW energy from the network. The voltage of the BESS is increased 

at 3 s and stays at 262 V during the simulation, as shown in Figure 3.13c. 

 
3.6.2 Power produced by wind turbine (PT) is < overall load demand (PL). In this 

situation, the BESS (PS) will be discharged 

To analyze the dynamic stability of wind power flow, the fuzzy logic controller is compared 

to the PID controller. Figure 3.14a shows that, by using the fuzzy logic controller compared 

to the PID controller, the transient time of wind power flow is significantly reduced. 

Additionally, the wind power fluctuation rate at 0.5 s, 3 s, and 7.5 s due to the excess load of 

50 kW, 30 kW, and 45 kW are improved from 256 kW to 244 kW, 232 kW to 225 kW, and 

257.5 kW to 245 kW, respectively. The synchronous condenser supplies reactive power at a 

rate of 15 kVA to maintain an acceptable level of voltage to the power network. Figure 3.14b 

presents the transient time of reactive power flow produced by the synchronous condenser; 

this was also reduced using the fuzzy logic controller. Figure 3.14c shows the main consumer 

load is 100 kW. Excess loads of 50 kW, 30 kW, and 45 kW were connected at 0.5 s, 3 s, and 

7.5 s, respectively, to analyze the wind power stability and fluctuation of the frequency in the 

network. Here, the total load of the network was 230 kW. This is more than the total load 

demand with respect to wind power generation. Therefore, the BESS has been discharged at 

a rated power of 50 kW in 4.5 s, as shown in Figure 3.14d, to maintain the high load demand 
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in the network. Figure 3.14e shows the SL only absorbed 20 kW to regulate the frequency of 

60 Hz. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 3.14 (a) The power produced by the wind turbine. (b) Reactive power supply from the 
synchronous condenser. (c) Power consumed by consumer load. (d) Power supplied from 

BESS. (e) Power consumed by SL, when the battery is discharged. 
 

Figure 3.15a shows by using the fuzzy logic controller, compared to the PID controller, the 

transient time of the network frequency is significantly reduced. Additionally, the frequency 

fluctuation rate due to the excess loads of 50 kW, 30 kW and 45 kW at 0.5 s, 3 s, and 7.5 s 

improved from 59.53 kW to 59.72 kW, 59.82 kW to 59.84 kW, and 59.68 kW to 59.74 kW, 

respectively. The velocity of the ASM was reached at 1.01 pu and ran in a generator mode. 

The transient time of the ASM velocity also reduced using the fuzzy logic controller; as 

shown in Figure 3.15b,c, the system voltage remained at 1 pu. For more observations, data 

was collected from 10 s to 14 s. Figure 3.15d indicates the current of the SL decreased due to 

the excess loads of 50 kW, 30 kW, and 45 kW at 0.5 s, 3 s, and 7.5 s, respectively. The SL 

also decreases at 4.5 s due to the BESS (rated power of 50 kW) discharging state. 
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Figure 3.15 (a) Network frequency conditions. (b) Speed generated by ASM generator. 

 (c) Voltage at load bus. (d) Current at SL, where the BESS is discharged. 
 

Figure 3.16a represents the SOC of the BEES at 50%, where the BESS is discharged from 

49.73% to 49.60%. The BESS current situation is shown in Figure 3.16b. The BESS current 

was 0 A before 4.5 s, but after 4.5 s, the BESS received 200 A to discharge itself and supply 

50 kW energy to maintain the load demand in the network. The voltage of the BESS 

decreases at 4.5 s and remains at 254 V during the simulation, as shown in Figure 3.16c. 

 
 
 
 
 
 
 
 
 

 
Figure 3.16 (a) The BESS SOC condition, (b) BESS current condition and,  

(c) BESS voltage condition, where the BESS is discharged. 
 

3.7 Discussion  

From the above simulation, the result shows that, when using a fuzzy logic controller over a 

PID controller, the variation of wind power flow and the fluctuation of frequency reduced 

significantly compared to previous research. It is also observed that to maintain an acceptable 
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level of frequency, a storage system (battery) was used to store energy without losing the 

surplus wind power in an SL. This energy is then consumed when there is a lack of wind 

power. 

 
3.8 Conclusions 

The technologies associated with wind-based DG, the fluctuating behavior of frequency in a 

wind turbine with a BESS and SL were analyzed and simulated in this paper. The wind 

power stability and frequency control techniques were analyzed elaborately. Power-sharing 

methods between the BEES and SL are presented with a high penetration-based DG using a 

logical algorithm. Furthermore, to maintain an acceptable level of frequency, a storage 

system (battery) was used to store the excess wind power and avoid loss through the SL. This 

stored power can be used when there is insufficient wind power generation compared to the 

total load demand. The response of the BESS usually depends on the technology used and its 

dynamics which can cause a wide variation in the power network (i.e., power flow, voltage, 

and, frequency). Finally, the simulation shows that the fuzzy logic controller offers better 

performance compared to the PID controller to analyze the dynamic stability of the wind 

power flow and the frequency fluctuation behavior with the load variation at different times. 
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Abstract 

 

Power generation from Renewable Energy Sources (RESs) is unpredictable due to climate or 

weather changes. Therefore, more control strategies are required to maintain the proper 

power supply in the entire microgrid. This paper presents a simulation scheme utilizing a 

solar system instanced by Photovoltaic (PV) panels coupled to the grid, loads, and an energy 

storage device. At first, modeling the PV panels cell and their operation were analyzed. The 

synthesis of the adaptive notch filter was designed to compensate for the input currents. The 

power converter’s/inverter’s efficiency and control facility allowed us to link the energy 

storage system with an electrical grid. Several simulations were accomplished consistently 

with nonlinear control techniques for the simple inverter, multi-variable filter, notch filter, 

and without a filter. Finally, the performances of the nonlinear controller with various filters 

were carried out to regulate the DC bus of the proposed grid. The advantage of these 

controllers is compensating the reactive power and harmonic currents to obtain a disturbance-

free power network. The overall installations and simulations were established using the 

Matlab/Simulink software. 

Keywords: photovoltaic energy; storage system; nonlinear control; power converter/inverter; 
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harmonic currents; reactive power  

 
4.1 Introduction 

The current structure of electrical grids is a centralized architecture wherein energy 

production is concentrated at specific points and then distributed to consumers [1, 2, 3]. 

During the last three decades, renewable energies have increased on the surface of our planet. 

This trend has gradually accelerated, particularly following the signing of the Kyoto 

Protocol, which requires many countries to limit their gas emission. Indeed, solar energy 

production in the world has increased 20-fold in ten years [4]. Efforts are underway to 

improve the competitiveness of solar panels in terms of performance and cost. The materials 

used in the manufacture are evolving, with the panels possessing a more critical yield. The 

main disadvantage of solar energy is that it varies irremediably according to weather 

conditions [5]. For example, the power provided by the PV panels is noticeably reduced in 

winter, night, or rainy weather. However, the development of photovoltaic systems has 

highlighted several factors directly affecting the performance of this technology. Studies 

have made it possible to emphasize the influence of partial shading and the impact of the 

increase in temperature on the efficiency of photovoltaic solar systems [6] 

Many researchers have proposed technical solutions to reduce or eliminate these phenomena. 

The ultimate goal is to make the photovoltaic panels work at their maximum power points 

under any environmental conditions [7]. The partial shading on solar panels is usually caused 

by obstacles close to photovoltaic installations, such as trees, tall chimneys, walls, etc. Most 

of these obstacles are permanent, predictable, and detected at certain times of the year due to 

the sun’s path [8, 9]. We also notice short-lived and unpredictable partial shading due to 

passing clouds, bird droppings, snow, dust, etc. When the solar radiation is constant, the 

photovoltaic cell is likened to a diode that operates in direct bias. Since it’s connected in 

series, the cells are required to drain the current. However, they cannot do so because some 

PV cells receive partial shading. Once partial shading occurs, the short circuit current of the 

shaded cells drops dramatically, which leads shaded cells to operate in reverse bias [3]. In the 

reverse bias region, the PV solar cell will dissipate power in the form of heat that creates a 

hot spot and can damage the shaded PV solar cells [9]. Advanced MPPT methods have been 
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developed to detect the global maximum point when partial shading occurs with high 

accuracy and acceptable speed. Speed and accuracy are essential parameters when choosing 

the MPPT techniques [3]. These methods can be listed in three categories: linear search 

methods, artificial intelligence methods, and the metaheuristic approach [10]. The 

combination of the two steps generally develops linear search methods. The first step allows 

a sweep to find the region that contains the global maximum point. The second step uses one 

of the conventional MPPT techniques to find the location of the maximum power point with 

high accuracy. 

The experimental results show that technology is more effective, particularly when weather 

conditions change suddenly. The disadvantage of this technology is that it does not guarantee 

rapid convergence during permanent partial shading. We can also mention the Global 

Maximum Power Point Tracking (GMPPT) algorithm. The advantage of this technique is 

that it can be applied in photovoltaic systems whose electrical characteristics are unknown. 

According to [11], this technique is better suited to building-integrated photovoltaic systems 

with inverters mostly mounted in strings. Artificial intelligence methods such as artificial 

neural networks and fuzzy logic controllers are also used. The technique using artificial 

neural networks can effectively track the global maximum point under any sunlight 

condition. Its advantage is that depending on the weather conditions, it can use some or all of 

its input parameters. The disadvantage of this technique is that it is not accurate under all 

partial shade conditions without periodic adjustment [3]. The fuzzy logic controller method 

allows fast and precise convergence even when the sunshine varies suddenly. The advantage 

of the method is that it does not require mathematical modeling of the system. 

However, according to [12], the table of logic rules described in [13] largely depends on the 

designer’s experience and prior knowledge of how the photovoltaic system works. The 

metaheuristic approach has the well-known Particle Swarm Optimization (PSO) technique. 

This technique finds a function’s optimal value in a predefined search space. It is inspired by 

the social behavior of a large group of birds and a fish gathering [11, 12]. The PSO is 

estimated to be relatively fast and accurate, with an error of 4% from experimental results. 

An improved version of this method, called Adaptive Perceptive PSO, has been proposed, 

providing more accurate results (3% error). 
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The other exciting technique is the Fibonacci Search method. It uses the sequence of 

Fibonacci numbers to track the global maximum point under uniform and non-uniform 

insulation conditions. Its tracking rate is acceptable according to the experimental results, but 

it sometimes fails when we have a power-voltage characteristic curve Ppv = f(Vpv) with 

multiple peaks. On the other hand, its slowness constitutes a limit for its implementation. We 

can also quote that the Modified Firefly Algorithm [13] can significantly reduce the global 

maximum tracking time even though its efficiency is slightly lower than that of the Firefly 

Algorithm. Many other techniques have recently been listed in the literature. In [14], the 

following methods are mentioned: Evolutionary algorithm, Genetic Algorithm, and 

Differential Evolution. There are also other lesser-known techniques for reconfiguring 

photovoltaic panels that allow maximum power to be achieved. However, these techniques 

require the installation of sensors, switches, and complex control algorithms to dynamically 

reconfigure the photovoltaic field [15] during partial shading conditions. These 

reconfigurations can be partial or complete. The Partial reconfiguration foresees part of the 

photovoltaic cells of the solar field being fixed, and the other part can be reconfigured. The 

entire reconfiguration predicts that all the photovoltaic cells of the solar area are 

reconfigurable. Research has already been carried out in the past and proposed partial or 

complete reconfiguration algorithms. We can name the unbalanced topology of photovoltaic 

cells [16], the model using mathematical formulas [17], and the dynamic programming 

algorithm [18]. However, all these methods use switches, which generate power losses. The 

algorithm for determining optimal connections [19], a new approach, uses busbars to change 

the positions of the photovoltaic cells between them. This has the advantage of minimizing 

power losses for switches. Other more recently developed techniques, such as the Futoshiki 

configuration, are based on the logic of puzzles. In this approach, the physical location of the 

photovoltaic modules changes, but the electrical connections of the modules are unchanged. 

The study results show that the Futoshiki technique generates greater power for all shading 

conditions than the total-cross-tied configuration [20, 21]. The disadvantage of the method is 

that it cannot extract the maximum power from the photovoltaic system. It will be necessary 

to develop an algorithm that allows this technique to optimize the pursuit of the global 

maximum point [14]. 
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Control strategies of an inverter are also developed to minimize the harmful effects of partial 

shading, especially in high-power photovoltaic systems. The control strategy named 

Mitigation Control Against Partial Shading Effects (MICAPAS) allows isolated photovoltaic 

power plants to regulate the frequency of partial shading without resorting to energy storage. 

However, according to [22], this strategy is only effective for huge photovoltaic power 

plants. We have noted in the literature that a more practical version of the sub-Module 

Integrated Converters (MICs) control strategy has been implemented. It also makes it 

possible to minimize power losses due to partial shading and mismatch between solar panels 

[23]. Sliding mode control is also a widely used strategy. Its principle consists of bringing a 

system’s state trajectory towards the sliding surface and making it commute around this one 

until the point of equilibrium. It has the advantage of being stable and easy to implement [24, 

25]. To improve the robustness of this technique, the Proportional-integral Control and the 

sliding mode control have been developed [26]. Sliding mode control is one of the nonlinear 

control techniques. Another nonlinear technique is drop control. Although it has limitations, 

it is one of the most widely used techniques to guarantee the reliability of the power network 

[27, 28]. Thus variants of this control technique have been implemented to optimize it [29, 

30]. 

In PV power generation, the inverter systems introduce some energy losses during the 

conversion of DC power generated by the PV panels to AC power used in most electrical 

systems. These losses can reduce the overall efficiency of the system. Furthermore, the 

efficiency of inverters can vary depending on their design, size, and load conditions [31]. In 

some cases, PV systems are oversized by installing inverters with higher capacities than 

necessary to accommodate future expansions or increase system flexibility. However, 

oversizing the inverter without appropriate load management or battery storage can lead to 

inefficient utilization of generated power and may result in increased costs without 

proportional benefits [5, 9, 32]. The inverter-based PV systems rely on grid-connected 

operation to ensure stable voltage and frequency levels. However, sudden variations in PV 

power generation can introduce voltage and frequency fluctuations, and increase the Total 

Harmonic Distortion (THD) of the inverter which has a huge impact on maintaining the 

stability of the local grid [33]. This issue becomes more pronounced when a significant 
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number of PV systems are connected to the same grid. The grid codes and standards are in 

place to address these challenges, but they can impose additional requirements and costs on 

PV system installations [34]. Also, inverter-based PV systems with battery storage often rely 

on the grid as a backup source of power or to supply excess electricity during periods of high 

demand. If the grid experiences an outage, these systems may not be able to operate 

independently unless they incorporate additional equipment such as backup generators or 

specialized grid-forming inverters. Grid dependence can limit the system’s resilience and 

reliability, especially in areas with unreliable or weak grid infrastructure [32, 35]. It’s worth 

noting that these deficiencies mostly are in inverter-based PV power generation systems with 

battery storage and can vary depending on the specific components, system design, and grid 

conditions. Ongoing research and technological advancements continue to address these 

limitations and improve the performance and reliability of inverter-based PV systems. 

Thus, this paper presents photovoltaic technology, extracting electrical energy using the 

boost converter to determine the MPPT. The power generated by the PV panel was 

connected to the grid with a battery storage system ensured by the DC/AC converter to 

maintain the unbalanced nonlinear load. This converter interfaced with the grid, which 

corrected the components and blocked the pollution of the grid through its control strategies. 

The simulation tests were carried out with a simple nonlinear controller and integrated into 

the multi-variable and notch filters. Finally, we simulated the inverter using a nonlinear 

controller without a filter and compared the results to determine the best controller that 

performs better. The main contributions of this paper are designing the control scheme for an 

inverter/rectifier to help the batteries store/supply a desired amount of energy at maximum 

speed; designing DC/AC converters to maintain the unbalanced nonlinear load of the PV-

based battery storage system; modifying the adaptive notch filter to adequately compensate 

the input currents and perform an inverse transformation before injecting them at the output; 

and reducing the (THD) rate of the inverters to enhance the efficiency of the power grid. 

The rest of the paper is organized as follows: Section 4.2 describes the modeling of a solar 

photovoltaic cell. Section 4.3 presents the photovoltaic system connected to the power grid. 

The simulation results and performance of the nonlinear controller with different types of 
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filters are presented in Section 4.4. The comparison of nonlinear controllers with various 

filters is analyzed in Section 4.5 and Section 4.6 concludes the paper. 

 
4.2 Modeling of a solar photovoltaic cell 

A single photovoltaic cell cannot provide enough power to supply a load or the electrical 

grid. Therefore, it is necessary to combine these solar cells to generate more power. A series 

combination of the cells will increase the solar panel output voltage, while a parallel 

combination will increase the current supplied to the load. Here, NP and NS represent the 

number of cells in parallel and series. Now the expression of the current IPV becomes [36]. 
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where Ipv represents the current for a photovoltaic cell; Isc represents the short-circuit current 

of a cell; I0 represents the diode reverse bias current; Vpv represents the voltage for a 

photovoltaic cell; VT represents the thermal voltage of a cell; NP and NS represent the number 

of cells in parallel and series; Rp represents the resistance losses by recombination of the 

carriers due to the structural defects of the material; Rs represents the resistance losses by 

joule effects in the semiconductor and the losses through the grids and the bad ohmic 

contacts of the cell. The amount of solar radiation affects the production of carrier charge in 

the PV module, subsequently affecting the generated current. 

The following equation describes the current Ipv with the influence of the cell temperature: 
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where T is the cell’s operating temperature in Kelvin and Tr is the reference temperature 

(298.18 K); EG0 is the silicon’s bandwidth (1.12 eV); 𝛽 is the ideality factor (1740); Ios is the 
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reverse saturation current of the cell; Ior is the saturation current of the cell; q is the charge of 

electrons. 

The selection of solar cells significantly contributes to better efficiency in the overall power 

grid. Indeed, the temperature and the level of sunlight can affect the solar panel’s 

performance. In order to distinguish the modified value of the current and the voltage of the 

solar panel due to a temperature change, the following characteristic curves Ipv – 

Vpv and Ppv – Vpv are plotted using Equations (2) – (4) and can also be written as follows: 

𝑃௣௩ = 𝑉௣௩𝐼௣௩ = 𝑉௣௩ ቌ𝐼௦௖௧ −  ቌ𝑒
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The following curves are obtained (with 15 photovoltaic modules in series and 50 in 

parallel). Figure 4.1 shows the I-V and P-V curves of PV modules with a temperature 

variation. It is observed that the power produced by the panel decreases at high temperatures. 

The characteristics of the solar panel according to the radiation G = 600, 800, and 1000 

W/m2 are shown in Figure 4.2. 

 

 
 
 
 
 
 
 
 

Figure 4.1 I-V and P-V curves of PV modules with temperature variation. 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.2 I-V and P-V curves of PV modules with the variation of sun radiation. 
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4.3 Photovoltaic system connected to the power grid 

The MPPT is a principle technique for tracking the maximum power point of a nonlinear 

power generator. This control technique forces the generator to work at its Maximum Power 

Point (MPP). Indeed, this operation makes it possible to obtain the best power efficiency of 

the photovoltaic system. A photovoltaic generator has a nonlinear characteristic of I = 

f(U). Consequently, the power supply will differ according to the load for the same lighting. 

Therefore, an MPPT controller makes it possible to control the static converter connecting to 

the load and the photovoltaic panel to supply the maximum power to the load permanently. 

There are different methods to get to this point. Generally, each of these methods has been 

made for a specific application. The accuracy and robustness of these controllers depend on 

some parameters (i.e., sampling rate, system voltage, temperature compensation, noise, and 

filtering). For our application, the Perturb and Observe (P&O) method is used to get MPPT 

from the PV panel. Here, the inverter is placed downstream from the boost converter and 

upstream from the grid. Its principal function is to deliver the alternating currents and 

voltages from a DC power source. Figure 4.3 shows the generic circuit diagram of a boost 

converter. This DC-DC converter, also called a parallel chopper, is a switching power supply 

that increases the initial DC voltage. Therefore it makes it possible to impose a current, 

which will be determined by the MPPT algorithm. 

 
 
 
 
 
 
 
 
 

Figure 4.3 Generic circuit diagram of a boost converter. 
 
For current regulations, we will use the dynamic current equation: 

𝑉௜௡ −  (1 − 𝑑)𝑣௖ = 𝐿
ௗூಽ

ௗ௧
                                                                              4.6                       

We use a proportional-integral (PI) controller to regulate the current, the new input u (which 

represents the output of the regulator), and it is defined as follows: 
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𝑢 = 𝐿
ௗூಽ

ௗ௧
                                                                                                                      4.7                          

Using the Laplace transform, we obtain 

𝑢 = 𝑆. 𝐿. 𝐼௅                                                                                                          4.8    

Let G be the open loop current transfer function defined as follows: 

𝐺 =
ଵ

ௌ௅
=

ூಽ

௨
                                                                                             4.9 

The controller will generate the boost command from the signal corresponding to the 

difference evaluated between the set point ILref and the current in the inductor IL. The transfer 

function of the controller is given by the following: 

𝐶𝑠 =
௄೔

ௌ
+ 𝐾                                                                                                4.10 

The closed-loop transfer function of the controller associated with the PV system is given by 

the following: 

ூುೇ

ூುೇ
∗ =

಼೔శ಼ುೄ

ಽ
಼೔
ಽ

ାௌమାௌ
಼ುశೃ೎

ಽ

=
಼೔శ಼ುೄ

ಽ

  ೔
మାௌమାଶௌ  ೔఍

                                        4.11             

where IPV is the current error, and I*
PV is the reference current of the PV. This allowed us to 

determine, by identification, the coefficients Kp and Ki: 

𝐾௉ = 2𝐿  ௜𝜉 − 𝑅௖                                                                                    4.12                             

And: 

𝐾௜ = 𝐿  ௜
ଶ                                                                                      4.13 

To regulate the boost converter, the control law was considered: 

𝐿
ௗூಽ

ௗ௧
= 𝑉௜௡ − (1 − 𝑑)𝑣௖ = 𝑢                                                             4.14                         

𝑑 =
ି௏೔೙ା௨

௩೎
+ 1                                                                                4.15 

where d is the duty cycle of the converter 

The PWM modulation technique was then used to generate the trigger pulses to control the 

converter switch. The control scheme is given in Figure 4.4. 
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Figure 4.4 The control scheme of a boost converter. 
 
To validate the results, Matlab simulation software was used to test the behavior of the 

photovoltaic system connected to the power grid. The disturbances were added to the system 

with variations of loads, solar radiation, and the rate of charge and discharge of the battery. 

Figure 4.5 shows the proposed diagram of PV connected to the grid. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.5 Proposed diagram of PV connected grid. 
 
4.3.1 Nonlinear control technique of an inverter 

The inverter was placed downstream from the boost converter and upstream from the grid. Its 

principal function is to deliver the alternating currents and voltages from a DC power source. 

A nonlinear control technique was used to compensate for the harmonic currents generated 

by the nonlinear load, maintain the imbalance load, regulate the DC bus voltage, and 

compensate for the reactive power consumed by the load. Reactive power compensation is a 

technique used to manage and mitigate the reactive power in an electrical system. The range 

of power factor (cos φ) within which reactive power compensation can be achieved depends 
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on the design and capabilities of the controller. In general, a controller such as SVC or 

STATCOM can operate over a wide range of power factors, typically ranging from lagging 

(inductive loads) to leading (capacitive loads). The control algorithm employed in these 

controllers is often based on voltage or current measurement feedback and utilizes closed-

loop control techniques. The controller monitors the system voltage and current and adjusts 

the reactive power output accordingly to maintain a desired power factor or to compensate 

for reactive power fluctuations. A model of the active filter using these differential equations 

(park transformation) that passes from the ‘abc’ plane to the ‘dq’ plane. 

 
4.3.1.1 Modeling the ‘abc’ plane transformation 

At first, we used Kirchhoff’s laws for each phase of the connection point of the inverter: The 

equations can be written as: 

⎩
⎪
⎨

⎪
⎧𝑣ଵ = 𝑉ெே + 𝑉ଵெ + 𝑅஼𝑖ଵ + 𝐿஼

ௗ௜భ

ௗ௧

𝑣ଶ = 𝑉ெே + 𝑉ଶெ + 𝑅஼𝑖ଶ + 𝐿஼
ௗ௜మ

ௗ௧

𝑣ଷ = 𝑉ெே + 𝑉ଷெ + 𝑅஼𝑖ଷ + 𝐿஼
ௗ௜య

ௗ௧

                                                         4.16 

It’s assumed that the voltages are balanced here, and the zero-sequence component is zero. 

After simplification, the systems of equations become: 

⎩
⎪
⎨

⎪
⎧𝑣ଵ − 𝑑௡ଵ𝑉஽஼ − 𝑅஼𝑖ଵ = 𝐿஼

ௗ௜భ

ௗ௧

𝑣ଶ − 𝑑௡ଶ𝑉஽஼ − 𝑅஼𝑖ଶ = 𝐿஼
ௗ௜మ

ௗ௧

𝑣ଷ − 𝑑௡ଷ𝑉஽஼ − 𝑅஼𝑖ଷ = 𝐿஼
ௗ௜య

ௗ௧

                                                               4.17 

At the DC bus terminal, we have the equality of: 

𝑖஽஼ = 𝐶஽஼
ௗ௏ವ಴

ௗ௧
                                                                                  4.18                    

Now we give the state representation of the active filter in the plane of ‘abc’ in the current 

system without taking into account the absence of the zero-sequence component: 

⎩
⎪
⎨

⎪
⎧𝑣ଵ − 𝑑௡ଵ𝑉஽஼ − 𝑅஼𝑖ଵ = 𝐿஼

ௗ௜భ

ௗ௧

𝑣ଶ − 𝑑௡ଶ𝑉஽஼ − 𝑅஼𝑖ଶ = 𝐿஼
ௗ௜మ

ௗ௧

𝑖ଵ(𝑑௡ଶ + 2𝑑௡ଵ)
ଵ

஼ವ಴
=

ௗ௏ವ಴

ௗ௧
 

                                                            4.19                          
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The active filters help reduce THD source current and are linked to the inverter to maintain 

the grid control strategies. Two control strategies of the inverter (voltage source active filter) 

are studied here. 

 
4.3.1.2 Modeling the filter ‘abc/dq’ plane transformation 

The filter model d-q stationary plane is transformed to accelerate the implementation and 

reduce the computation time. By using Equations (18) and (19) the model gives a relation in 

the following form: 

𝐶஽஼
ௗ௏ವ಴

ௗ௧
=  𝑑௡ଵ𝑖ଵ +  𝑑௡ଶ𝑖ଶ + 𝑑௡ଷ𝑖ଷ =  [𝑑௡ଵ + 𝑑௡ଶ + 𝑑௡ଷ] ൥

𝑖ଵ

𝑖ଶ

𝑖ଷ

൩                     4.20 

Based on Equation (20), the transition performs from the ‘abc’ plane to the ‘dq0’ plane. 

𝐶ௗ௤
ଵଶଷ𝑓ௗ௤଴ = 𝑓ଵଶଷ                                                                                        4.21 

𝐶ௗ௤
ଵଶଷ = ඨ

ଶ

ଷ
൥

   𝐶𝑜𝑠𝜃      𝐶𝑜𝑠൫𝜃 − 2𝜋
3ൗ ൯ 𝐶𝑜𝑠൫𝜃 − 4𝜋

3ൗ ൯

−𝑆𝑖𝑛𝜃     − 𝑆𝑖𝑛൫𝜃 − 2𝜋
3ൗ ൯ 𝑆𝑖𝑛൫𝜃 − 4𝜋

3ൗ ൯
൩                            4.22 

ௗ௏ವ಴

ௗ௧
=

ௗ೙೏௜೏

஼ವ಴
+

ௗ೙೜௜೜

஼ವ಴
+

ௗ೙బ௜బ

஼ವ಴
                                                                    4.23 

Without taking the zero sequence components into account: 

ௗ௏ವ಴

ௗ௧
=

ௗ೙೏௜೏

஼ವ಴
+

ௗ೙೜௜೜

஼ವ಴
                                                                               4.24                           

𝐿஼
ௗ௜೏

ௗ௧
=  𝑉ௗ − 𝑅஼𝑖ௗ +  𝐿஼𝜔𝑖ௗ − 𝑑௡ௗ𝑉஽஼                                                        4.25 

𝐿஼
ௗ௜೜

ௗ௧
=  𝑉௤ − 𝑅஼𝑖௤ −  𝐿஼𝜔𝑖௤ − 𝑑௡௤𝑉஽஼                                                         4.26 

𝐶஽஼
ௗ௏ವ಴

ௗ௧
=  𝑑௡ௗ𝑖ௗ + 𝑑௡௤𝑖௤                                                                      4.27 

In order to carry out a good follow-up of the instructions, we must have current loops on the 

axes of d and q that are relatively fast. The first two differential equations of the model (4.18) 

are established and can be rewritten in the following form: 

𝑢ௗ = 𝑅஼𝑖ௗ + 𝐿஼
ௗ௜೏

ௗ௧
=  𝑉ௗ + 𝐿஼𝜔𝑖௤ − 𝑑௡ௗ𝑉஽஼                                               4.28 

𝑢௤ = 𝑅஼𝑖௤ + 𝐿஼
ௗ௜೜

ௗ௧
=  𝑉௤ −  𝐿஼𝜔𝑖ௗ − 𝑑௡௤𝑉஽஼                                                4.29 

These equations represent the dynamics of the active filter’s nonlinear current of id, and iq. 

The currents id and iq can be controlled independently by inputs ud and uq. The Proportional-
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Integrator controllers are used for rapid dynamic response to canceling the steady-state error. 

PI controllers have the following expressions: 

𝑢ௗ =  𝐼ௗ
෩ 𝐾௣ +  𝐾௜ ∫ 𝐼ௗ

෩  𝑑𝑡                                                                         4.30 

𝑢௤ =  𝐼௤
෩ 𝐾௣ + 𝐾௜ ∫ 𝐼௤

෩  𝑑𝑡                                                                              4.31                       

The closed loop current transfer function is given by the following: 

ூ೏(௦)

ூ೏
∗ (௦)

=
ூ೜(௦)

ூ೜
∗ (௦)

=
௦ା

ೖ೔
ೖ೛

௦మା
(ೃ೎శೖ೛)

ಽ೎
ା

ೖ೔
ಽ೎

.
௞ು

௅೎
                                                             4.32 

where 𝐼𝑑 ̃ and 𝐼𝑞 ̃ are represent the errors of the currents and 𝐼𝑑* and 𝐼𝑞* are represent the 

references of the currents. The current regulator parameters are as follows: 

𝐾௣ = 2𝜉𝐿௖𝜔௡௜ − 𝑅௖ and 𝐾௜ = 𝜔௡௜
ଶ 𝐿௖                                                  4.33 

where 𝜉 =
√ଶ

ଶ
; 𝜔௡௜ must be selected less than 𝜔௡௜௦ = 2𝜋𝑓௦; 𝑓௦ is switching frequency. From 

Equations (4.28) and (4.29), we determined the control laws as follows: 

𝑑௡ௗ =
௏೏ି௨೏ା ௅಴ఠ௜೜

௏ವ಴
                                                                                4.34 

𝑑௡௤ =  
௏೜ି௨೜ି ௅಴ఠ௜೏

௏ವ಴
                                                                                4.35 

The analysis of the voltage loop is based on Equations (4.25)–(4.27), defined as the 

equivalent input of: 

𝑢஽஼ = 𝑑௡ௗ𝑖ௗ + 𝑑௡௤𝑖௤ =
ௗ௩ವ಴

ௗ௧
𝐶஽஼                                                           4.36            

The transfer function of the regulator is written as follows: 

𝐺௩ =
௎ವ಴

௏ವ಴෫
=

಼೔ೡ
ೖ೛ೡ

ାௌ

ௌ
. 𝑘௣௩                                                                            4.37 

The closed-loop transfer function is given by the following: 

௏ವ಴(ௌ)

௏ವ಴
∗ (ௌ)

=

಼೛ೡೄ శ ಼೔ೡ
಴ವ಴

 

ௌమା
(಼೛ೡ)

಴ವ಴
.  ௌା

಼೔ೡ
಴ವ಴

=

ഘ

మ഍
 ା௦

ௌమାଶకఠௌାఠమ . 2𝜉                                                   4.38 

where 𝑉஽஼
෪ is the voltage error and 𝑉஽஼

∗  is the voltage reference of 𝑉஽஼; 𝑘௣௩ = 2𝜉𝜔𝐶஽஼ and 

𝐾௜௩ = 𝜔ଶ𝐶஽஼. To regulate the DC bus voltage and to compensate for the losses in the 

dissipative elements of the filter, an active current 𝑖ௗ଴  is added to the reference current 𝑖ௗ. 

We have: 

𝑖ௗ଴ =
௨ವ಴௏ವ಴ିௗ೙೜௏ವ಴௜೜

ௗ೙೏௏ವ಴
=

௨ವ಴ିௗ೙೜௜೜

ௗ೙೏
                                                         4.39     
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𝑑௡௤𝑉஽஼ ≈ 𝑉௤ = 0                                                                                   4.40            

𝑑௡ௗ𝑉஽஼ ≈ 𝑉௤ = ට
ଶ

ଷ
 𝑉௦௠௔௫                                                                       4.41 

𝑖ௗ଴ ≈ 𝑢஽஼ට
ଶ

ଷ
 
௏ವ಴

௏෡
                                                                                   4.42 

 
The following transfer function has been used in the filter: 

𝐻(𝑠) =
௦ାଶ௦ఠ

௦మାଶ௦ఠకାఠమ
                                                                              4.43 

By plotting it to the Bode diagram for different cutoff frequencies, with fc =15 Hz, and 65 

Hz, we get the following graph: 

 

 

 

 

 

 

 

 

Figure 4.6 Bode diagram of the filter for different cutoff frequencies. 

 
Figure 4.6 shows that for a frequency greater than 60 Hz, the harmonic current will be higher 

than 𝜔 = 377 rd/s. For a cutoff frequency f = 15 Hz, the modulus in dB is almost zero, 

demonstrating no amplitude modification between the input and the output of the high pass 

filter. Moreover, the phase is also zero, indicating no phase shift between the input and the 

output of the high-pass filter. For a cutoff frequency f = 65 Hz, the modulus in dB is 

approximately 2 dB, demonstrating a modification of amplitude between the input and the 

output of the high pass filter. Moreover, the phase is not zero, showing a phase difference 

between the input and the output of the high-pass filter. It is evident that the cutoff frequency 

at 15 Hz is suitable for compensating for the unbalanced load since there is no change in the 

input and output signal, neither in amplitude nor phase. 

It is seen that the current of the grid is more disturbed for the higher frequency. Figure 4.7 

shows the block diagram of the dq command. The currents supplied by the active filter are 

controlled in the dq plane using an equivalent control strategy based on synchronous dq. The 
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harmonic references current iLd and iLq are extracted from the load currents. A PI Controller 

is used for the current loops (inner loops) in order to allow the filter currents to follow their 

references quickly. For the external loop (voltage loop), a PI controller is also used to bring 

the DC voltage VDC back to its set value. The compensated error is added to the output of the 

reference current along with the d-axis. 

 
 
 
 
 
 
 
 
 
 
 

Figure 4.7 Block diagram of nonlinear control. 
 
4.3.2 Nonlinear control with adaptive notch filter  

This method is used to analyze the filter inspired by the work carried out by Karimi-

Ghartemani in 2006 [37]. 

𝑢(𝑡) = 𝑢ଵ(𝑡) + 𝑢଴(𝑡)                                                                             4.44                  

𝑢଴(𝑡) = 𝐴଴𝑠𝑖𝑛(𝑑଴ + 𝑤଴𝑡)                                                                      4.45    

The undesired signal can be assimilated to noise, transient disturbances, and sinusoidal 

components with a frequency different from ꞷ0 (center frequency). We wish to obtain an 

estimate of u0(t), designated by y(t), from the signal u(t). The least-squares error between the 

input signal u(t) and output y(t) is minimized by a method called gradient descent. It is the 

starting point for various adaptive algorithms, such as the linear least squares method. The 

cost function is defined by: 

𝐽(𝑡, 𝑄) =
ଵ

ଶ
[𝑢(𝑡) − 𝑦(𝑡, 𝑄)]ଶ =

ଵ

ଶ
𝑒ଶ(𝑡, 𝑄)                                               4.46                  

 
The system comprises a conventional phase-locked loop associated with an amplitude 

estimator and an adjustment unit. The dynamic system receives the input signal u(t) and 
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provides a real-time estimate of the fundamental component y(t), the amplitude V(t) of y(t), 

the frequency and the phase Δ𝜔(𝑡)=𝜔(𝑡)−𝜔0 and the phase 𝜑(𝑡) of y(t). The estimated time 

derivative of the amplitude, phase, and frequency is then estimated. The error signal e(t) 

= u(t) − y(t) is the input distortion signal. The speed and accuracy of the response are 

determined by the parameters of k1, k2, and k3. It controls the behavior of the response both at 

the transient level and at the steady state. This system has the ability to be inherently adaptive 

and follows variations in amplitude, phase angle, and frequency of the input signal. It can 

provide an accurate estimate of the fundamental component of the polluted signal. Its simple 

structure makes this notch filter suitable for real-time applications. Therefore, the derivatives 

of A, 𝜔, and 𝜑 can be formulated by the equations. 

Ȧ(𝑡) = 𝑘ଵ𝑒(𝑡)𝑠𝑖𝑛𝜑(𝑡)

𝜔̇(𝑡) = 𝑘ଶ𝑒(𝑡)𝑐𝑜𝑠𝜑(𝑡)

 𝜑̇(𝑡) = 𝜔(𝑡) + 𝑘ଶ𝑘ଷ𝑒(𝑡)𝑐𝑜𝑠𝜑(𝑡)

𝑦(𝑡) = 𝐴(𝑡)𝑠𝑖𝑛𝜑(𝑡)

                                                           4.47 

The block diagram of the Adaptive Notch Filter is shown in Figure 4.8. 
 
 
 
 
 
 
 
 
 
 

Figure 4.8 The operational block diagram of the adaptive notch filter. 
 
Therefore, we integrated this filter into the simple nonlinear control proposed by using it as 

an input signal of load currents. Our simulations show that the inverter control does not 

adequately compensate for the currents. Hence we need to introduce the inverse component 

in a control system to correct this imperfection. We will therefore capture the input currents 

and perform an inverse transformation before injecting them at the output. The equation 

governs the negative sequence component of the load current. 

𝐼௜௡௩ = 𝐿௅௔ + 𝑎𝐿௅௖ + 𝑎ଶ𝐿௅௕                                                                           4.48 
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By integrating it into the global diagram of the filter, we obtain the final diagram of the 

modified Adaptive Notch Filter shown in Figure 4.9. 

Figure 4.9 Final diagram of the modified adaptive botch filter. 

4.3.3 Nonlinear control with multi-variable filter  

The main objective of this control strategy is to improve the performance of the nonlinear 

control by using a multi-variable filter. This filter can directly extract the direct fundamental 

component of input signals in a voltage or current, along with the dq axes. It can also isolate 

a harmonic in a particular order (direct or inverse). The following equation expresses a 

method to recover the transfer function from integrating the synchronous reference signal 

[38]. 

𝑥ఈఉ(𝑡) =  𝑒௝௪௧ ∫ 𝑉௫௬ (𝑡) 𝑒ି௝௪ 𝑑𝑡                                                            4.49 

𝐻(𝑠) =
௫ഀഁ(௦)

௫ොഀഁ(௦)
=

௦ାఠ௝

௦మାఠమ              4.50                                      

This transfer function makes it possible to demonstrate the input signal in phase with the 

output signal. Integrating the signal amplitude with the input signal affects its magnitude. We 

add two constants k1 and k2, to the previous transfer function to obtain the following 

equation: 

𝐻(𝑠) =
௫ഀഁ(௦)

௫ොഀഁ(௦)
=

(௞భା௦)ାఠ೎௝

(௞భା௦)మାఠ೎
మ . 𝑘ଶ                                                           4.51

To obtain H(s) = 0 dB, we must take K = k1 = k2. Therefore, the Laplace transforms transfer 

function of the multi-variable filter H(s) becomes: 

𝐻(𝑠) =
௫ഀഁ(௦)

௫ොഀഁ(௦)
=

(௄ା௦)ାఠ೎௝

(௄ା௦)మାఠ೎
మ . 𝐾                                                             4.52                      
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where K is a positive constant, 𝑥𝛼𝛽 is an input signal, and 𝑥 ̂𝛼𝛽 is an output signal of the multi-

variable filter. We draw the Bode diagram of the transfer function directly from Simulink 

using ‘linear control design’ for three values for K = 1500, 15,000, and 150,000, shown 

in Figure 4.10. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.10 Bode diagram representation of different values of K. 
 
We are looking for the value of K, which gives us a zero phase shift and dB modulus at the 

frequency of the electrical grid, f = 60 Hz or ω = 377 rd/s. The values retained are those 

greater than 15,000. The amplitude remains high for a higher value of K, and the phase 

remains equal to zero. Figure 4.11 shows the Total Harmonic Distortion (THD) of the grid 

for different values of K in the transfer function. 

 

 
 
 
 
 
 
 
 
 

Figure 4.11 THD of the grid for different values of K. 

We can conclude from this figure that when we increase the value of K, the rate of harmonic 

distortion in the grid is reduced. The THD of the grid remains below 5% when the value 

of K is increased from K = 10,000. Thus, by using a multi-variable filter, the direct or inverse 

fundamental and harmonic components of the input signals (voltage or current) can be 
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extracted directly along the dq axes without phase shift or amplitude change. From the 

transfer function, we obtain the following equations. 

𝑥ොఈ(𝑠) = 𝑥ఈ(𝑠)
(௄ା௦).௄

(௄ା௦)మାఠ೎
మ −  𝑥ఉ(𝑠)

ఠ೎௄

(௄ା௦)మାఠ೎
మ                                               4.53       

𝑥ොఉ(𝑠) = 𝑥ఈ(𝑠)
ఠ೎௄

(௄ା௦)మାఠ೎
మ +

(௄ା௦).௄

(௄ା௦)మାఠ೎
మ  𝑥ఉ(𝑠)                                           4.54                                                         

𝑥ොఈ(𝑠) = [𝑥ఈ(𝑠) − 𝑥ොఈ(𝑠)]
௄

௦
− 𝑥ොఉ(𝑠).

ఠ೎

௦
                                                   4.55                            

𝑥ොఉ(𝑠) = ൣ𝑥ఉ(𝑠) − 𝑥ොఉ(𝑠)൧
௄

௦
+ 𝑥ො௔(𝑠).

ఠ೎

௦
                                                   4.56 

Therefore, we integrated this filter into the proposed nonlinear controller by using it as input 

signals of the load currents of the grid. 

 
4.3.4 Nonlinear control without filter  

A simple nonlinear control is proposed to extract the grid’s current harmonics to avoid using 

a traditional high-pass filter. This control is based on using the positive sequence of the load 

current. The inverter has the ability to compensate for all undesired current harmonics, 

unbalanced load currents, and reactive power consumed by the loads [39]. 

𝐿௖𝜔𝑖௖௤ − 𝑑௡ௗ𝑣ௗ௖ + 𝑣ௗ = 𝐿௖
ௗ௜೎೏

ௗ௧
                                                                         4.57                                                 

−𝐿௖𝜔𝑖௖ௗ − 𝑑௡௤𝑣ௗ௖ + 𝑣௤ = 𝐿௖
ௗ௜೎೜

ௗ௧
                                                                      4.58                                                                  

𝑑௡ௗ𝑖௖ௗ + 𝑑௡ௗ𝑖௖௤ = 𝐶ௗ௖
ௗ௩೏೎

ௗ௧
+

௩೏೎

ோ೏೎
                                                           4.59                                                           

ቐ
𝐿𝑐𝐿𝑐

𝑑𝑖𝐿𝑑

𝑑𝑡
− 𝐿

𝑐
𝜔𝑖𝐿𝑞 + 𝐿𝑐𝜔𝑖𝑠𝑞 − 𝑑𝑛𝑑𝑣𝑑𝑐 + 𝑣𝑑 =  𝐿𝑐

𝑑𝑖𝑠𝑑

𝑑𝑡

𝐿𝑐

𝑑𝑖𝐿𝑞

𝑑𝑡
+ 𝐿

𝑐
𝜔𝑖𝐿𝑑 − 𝐿𝑐𝜔𝑖𝑠𝑑 − 𝑑𝑛𝑞𝑣𝑑𝑐 + 𝑣𝑞 = 𝐿𝑐

𝑑𝑖𝑞

𝑑𝑡
 

                             4.60   

To maintain Vdc equal to its reference, the DC bus voltage regulator uses a proportional-

integral PI as an output component id0 to maintain the DC bus voltage and reduce the losses 

in the converter. 

𝑖ௗ଴ =
௩೏೎௨೏೎

௩೏೎ௗ೙೏
=

௨೏೎

ௗ೙೏
= ට

ଶ

ଷ
 𝑢ௗ௖

௩೏೎

௏෡
                                                         4.61                                                  

𝑑௡ௗ =
௅೎

೏೔ಽ೏
೏೟

ି௅೎ఠ௜ಽ೜ା௅೎ఠ௜ೞ೜ିௗ೙೏௩೏೎ା௩೏ି௨೏

௩೏೎
                                            4.62                                  

𝑑௡௤ =
௅೎

೏೔ಽ೜

೏೟
ା௅೎ఠ௜ಽ೏ି௅೎ఠ௜ೞ೏ିௗ೙೜௩೏೎ା௩೜ି௨೜

௩೏೎
                                             4.63   
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The diagram of the nonlinear controller without an inverter filter is shown in Figure 4.12. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.12 Diagram of the nonlinear controller without an inverter filter. 
 
The following values will be used for the simulation of the grid as shown in Table 4.1. 
 

Table 4.1 Simulation data of the proposed grid. 

Sources Symbols/Parameters 

Solar Panel 

 

Radiation 800 W/m2, Current IPV = 40 A, 

Voltage VPV = 150V, Power PPV = 6000 W 

Bidirectional Converter Inductance L = 5 mH, Capacitance C = 200.10-6 F 

Loads 
Nonlinear load RL=30 Ω, LL=10 mH; Single-phase load: 

RL1 = 50 Ω, LL1 = 10 mH; Linear load RL2 = 30 Ω,  

LL2 = 10 mH 

Inverter/Rectifier Lc = 5 mH, Ls = 0.5 mH 

Three-Phase Grid Frequency 60 Hz and a Voltage phase 208 V 

Storage System Li-ion- 20Ah, SOC 70% 

 
 
4.4 Simulation results 

4.4.1 Using a sample nonlinear controller 

4.4.1.1 Assembled with loads, solar radiation, and without a battery system 

Using Matlab/Simulink software, we analyzed a system consisting of a photovoltaic panel 

connected to the three-phase grid with an unbalanced nonlinear load. At t = 0.1 s, solar 
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radiation is fixed at G = 800 W/m2. We obtained the powers, currents, and voltage curves at 

a certain point level to understand the effect of each subsystem of the entire grid. The THD 

rate of the grid and loads are also considered here. Figure 4.13 and Figure 4.14 show the 

dynamic response of the grid and power flow in the grid with solar radiation of G = 800 

W/m2 without a storage system. Figure 4.15 shows the harmonic spectrum of the grids and 

load current. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.13 Dynamic response of the grid with solar radiation of G = 800 W/m2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.14 Power flow in the grid with solar radiation G = 800W/m2. 
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Figure 4.15 Harmonic spectrum of the grids and load current with  
solar radiation of G = 800 W/m2. 

 
From the above simulation, we analyzed that the grid’s current is in phase with the voltage. 

As a result, the current provides a part of the power to the battery and loads. In the presence 

of solar radiation, the current is out of phase with the voltage. Therefore it receives power. 

The Vdc is adequately regulated here. With G = 800 W/m2, we observe a current of 40 A 

generated by the solar panel. The power curves confirm that the load is supplied at 5000 W at 

first entirely by the grid, then the solar panel provides 6000 W under sunny conditions. At the 

same time, it can also feed the grid up to 1000 W. We also observed a grid THD of 0.93%. 

 
4.4.1.2 Assembled with load, solar radiation, and variation of the battery charge 

For this simulation, we use the same assembly as before to allow the storage system to 

compensate for the variations of power generated by the solar panel due to climatic 

conditions. At t = 0 s, the solar radiation is fixed at G = 800 W/m2. On the other hand, the 

current of the battery is varied. Indeed, through the control of the DC-DC converter, we 

imposed a current to charge battery Iin = 20 A from t = 0 to t = 0.1 s, then discharged from t 

= 0.1 to 0.3 s with Iin = −20 A, and again charged from t = 0.3 s with Iin = 20 A. The current, 

voltage, and power curves are observed in Figure 4.16 and Figure 4.17, respectively. The 

simulation results we obtained are shown as follows. 
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Figure 4.16 Dynamic state response with battery charge variation. 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.17 Power flow with battery charge variation. 
 
The current in the inverter increases at t = 0.1 to 0.3 s because of the battery discharges 

shown in Figure 4.18. The results show phase opposition between the current and the grid 

voltage, indicating that the grid receives power. Power curves confirmed that the inverter is 

negative when the battery absorbs current and positive when the battery discharges the 

current. The DC bus voltage is regulated here, and the current in the solar panel is constant at 

40 A. The power supplied to the load is up to 5000 W. The curves relating to the battery 

indicate when the current imposed is negative, the battery is charged. When it is positive, it is 

discharged. The voltage decreases when the current increases and vice versa. 
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Figure 4.18 Battery state of charge. 

 
4.4.1.3 Assembled with solar radiation, battery charge, and variation of the load 

For this simulation, we use the same setup as the second simulation, except for the varied 

unbalanced load. The purpose of this operation is to analyze the assembled grid reaction to 

this modification. We can imagine a city as a load that needs to be supplied and requires 

more or less energy. The system must adapt to these variations. At t = 0 s, the solar radiation 

is set at G = 800 W/m2. Between t = 0.1 and 0.2 s, we increase the load. At t = 0.3 s, we fix 

the load as at t = 0 s. The other parameters (radiation, battery charge) are constant. The same 

current, voltage, and power curves are observed in Figure 4.19 and Figure 4.20 respectively, 

as in the first simulation. Here are the results we obtained from the simulation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4.19 Dynamic response with load variation. 
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Figure 4.20 Power flow with load variation. 
 
From the above-shown power curve, we observed the PV and grid that supply power to the 

load. When the load power increases at t = 0.1 s, the current in the grid increases due to the 

power of the grid. With solar radiation of G = 800 W/m2, the PV can’t support the grid to 

supply power to the load. 

 
4.4.1.4 Assembled with battery charge, load, and with variation of the solar radiation 

For this simulation, we used the same setup as the second simulation, except the varied solar 

radiation at t = 0 s, G = 600 W/m2, at t = 0.1 s, G = 800 W/m2, and at t = 0.3 s, G = 1000 

W/m2. The other parameters (load, battery charge) are constant. The same current, voltage, 

and power curves are observed in Figure 4.21 and Figure 4.22, respectively, as in the first 

simulation. The simulation results we obtained are shown as follows: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.21 Dynamic response with the variation of solar radiation. 
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Figure 4.22. Power flow with a variation of solar radiation. 
 
This simulation shows that the grid current decreases when solar radiation increases. This 

increment in solar radiation causes to increase in PV current from 25 A to 40 A and finally to 

50 A. From the above power curve, we observed the grid power decreases, inverter power 

increases and the load becomes constant. 

 
4.4.2 Using nonlinear controller with multi-variable filter 

4.4.2.1 Assembled with loads, solar radiation, and without a battery system 

The same simulation is carried out as in Section 4.4.1.1 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller with a multi-variable filter. Here are 

the results we obtained:  

 

 

 

 

 

 

 

 

 

Figure 4.23 Dynamic response with solar radiation of G=800W/m2 using multi-variable filter 
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Figure 4.24 Power flow with the variation of solar radiation G = 800W/m2  
using multi-variable filter. 

 

 

 

 

 

 

 

 

 

Figure 4.25 Harmonic spectrum of the grid and load current  
using a multi-variable filter. 

 
We analyzed from Figure 4.23 that the grid current significantly decreased when solar 

radiation increased. In the absence of solar radiation, the current is in phase with the voltage. 

Therefore it supplies current. On the other side, the current is out of phase with the voltage 

with solar radiation. Thus it receives current. The Vdc is adequately regulated here. With G = 

800 W/m2, we observe a current of 40 A generated by the solar panel. Figure 4.24 shows that 

the power curves confirm that the load is supplied at 5000 W entirely by the grid, then the 

solar panel provides 6000 W under sunny conditions. At the same time, it can also feed the 

grid up to 1000 W. We also observed from Figure 4.25 that a grid THD of 1.20% is a steady-

state condition. 
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4.4.2.2 Assembled with loads, solar radiation, and variations of the battery charge 

The same simulation is carried out as in Section 4.4.1.2 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller with a multi-variable filter. Here are 

the results we obtained:  

 

 

 

 

 

 

 

 

 

 

Figure 4.26 Dynamic response with battery charge variation using a multi-variable filter. 

 

 
 
 
 
 
 

 
 

 

 

Figure 4.27 Power flow with battery charge variation using a multi-variable filter. 

Figure 4.26 shows the current in the inverter increases at t = 0.1 to 0.3 s because of the 

battery discharges. The results show phase opposition between the current and the grid 

voltage, indicating that the grid receives power. Figure 4.27 shows the power curves 

confirming that the inverter is negative when the battery absorbs current and positive when 

the battery discharges the current shown in Figure 4.28. The DC bus voltage is regulated 
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here, and the current in the solar panel is constant at 40 A. The power supplied to the load is 

up to 5000 W. The curves relating to the battery indicate when the current imposed is 

negative, the battery is charged. When it is positive, it is discharged. The voltage decreases 

when the current increases and vice versa. 

 

 

 

 

 

 

 

 
Figure 4.28 Battery state of charge using multi-variable filter. 

 
4.4.2.3 Assembled with solar radiation, battery charge, and variation of the loads 

The same simulation is carried out as in Section 4.4.1.3 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller with a multi-variable filter. Here are 

the results we obtained. 

 

 

 

 

 

 

 

 

 

Figure 4.29 Dynamic response with load variation using a multi-variable filter. 

From the above power curve, we observed the PV and grid that supply power to the load. 

Figure 4.29 and Figure 4.30 show when the load power increases at t = 0.1 s, the current in 
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the grid increases due to the power of the grid. With the solar radiation of G = 800 W/m2, the 

PV can’t support the grid to supply power to the load. 

 

 

 

 

 

 
 

Figure 4.30 Power flow with a load variation multi-variable filter. 

 
4.4.2.4 Assembled with battery charge, load, and variation of the solar radiation 

The same simulation is carried out as in Section 4.4.1.4 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller with a multi-variable filter. Here are 

the results we obtained.  

 

 

 

 

 

 

 

 

 

Figure 4.31 Dynamic response with a variation of solar radiation using 
 a multi-variable filter. 

This simulation shows that the grid current decreases when solar radiation increases. This 

increment in solar radiation causes to increase in PV current from 25 A to 40 A and finally to 

50 A shown in Figure 4.31. From the above power curve, we observed that the grid power 

decreases, inverter power increases and the load becomes constant, as shown in Figure 4.32. 
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Figure 4.32 Power flow with a variation of solar radiation using  
a multi-variable filter. 

 
4.4.3 Using nonlinear controller with notch  

4.4.3.1 Assembled with loads, solar radiation, and without a battery system 

The same simulation is carried out as in Section 4.4.1.1 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller with a notch filter. For the balanced 

load, no anomaly is seen in the grid current. In this case, the load is unbalanced. Thus 

inverter control system does not compensate for the currents correctly. Hence we need to 

introduce an inverse component in the control system to correct this abnormality. Adding this 

component gives us the expected results shown below.  

 

 

 

 

 

 

 

 

 
 
 

Figure 4.33 Dynamic response with solar radiation of G = 800 W/m2 using a notch filter. 
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Figure 4.34 Power flow with solar radiation G = 800 W/m2 using a notch filter. 

 

 

 

 

 

 

 

 

Figure 4.35. Harmonic spectrum of the grid and load current using a notch filter. 

We analyzed from Figure 4.33 that the grid current significantly decreased when solar 

radiation increased. In the absence of solar radiation, the current is in phase with the voltage. 

Therefore it supplies current. On the other side, the current is out of phase with the voltage 

with solar radiation. Thus it receives current. The Vdc is adequately regulated here. With G = 

800 W/m2, we observe a current of 40 A generated by the solar panel. Figure 4.34 shows that 

the power curves confirm that the load is supplied at 5000 W entirely by the grid, then the 

solar panel provides 6000 W under sunny conditions. At the same time, it can also feed the 

grid up to 1000 W. In Figure 4.35, we also observed a grid THD of 2.18% in a steady state. 

 
4.4.3.2 Assembled with loads, solar radiation, and without a battery system 

The same simulation is carried out as in Section 4.1.2 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller with a notch filter. 
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Figure 4.36 Dynamic state response with battery charge variation  
using a notch filter. 

 
 
 
 
 
 
 
 
 

 

 

Figure 4.37 Power flow with battery charge variation using a notch filter. 

 

 

 

 

 

 

 

 

 

Figure 4.38 Battery state of charge using a notch filter. 
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Figure 4.36 shows that the current in the inverter increases at t = 0.1 to 0.3 s because the 

battery discharges are shown in Figure 4.37. The results show phase opposition between the 

current and grid voltage, indicating that the grid receives power. Power curves confirmed that 

the inverter is negative when the battery absorbs current and positive when the battery 

discharges the current. In Figure 4.38, the curves relating to the battery indicate that when the 

current imposed is negative, the battery is charged. When it is positive, it is discharged. 

 
4.4.3.3 Assembled with solar radiation, battery charge, and variation of the loads 

The same simulation is carried out as in Section 4.1.3 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller with a notch filter. Here are the results 

we obtained. 

 

 

 

 

 

 

 

 

 

Figure 4.39 Dynamic response with load variation using a notch filter. 

 

 

 

 

 

 

 

 
 

Figure 4.40 Power Flow with load variation using a notch filter. 
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4.4.3.4 Assembled with battery charge, load, and with variation of the solar radiation 

The same simulation is carried out as in Section 4.4.1.4 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller with a notch filter. Here are the results 

we obtained.  

 

 

 

 

 

 

 

 

 

 

Figure 4.41 Dynamic response with a variation of solar radiation using a notch filter. 

 

 

 

 

 

 

 

Figure 4.42 Power flow with a variation of solar radiation using a notch filter. 

 
Figure 4.41 shows that the grid current decreases when solar radiation increases. This 

increment in solar radiation causes to increase in PV current from 25 A to 40 A and finally to 

50 A. From the above power curve, we observed that the grid power decreases, inverter 

power increases and the load becomes constant, as shown in Figure 4.42. 
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4.4.4 Using nonlinear controller without filter  

4.4.4.1 Assembled with loads, solar radiation, and without a battery system 

The same simulation is carried out as in Section 4.4.1.1 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller without a filter. The dynamic 

responses with solar radiation of G = 800 W/m2 without filter are shown in Figure 4.43. 

Figure 4.44 shows the power curves confirm that the load is supplied at 5000 W at first 

entirely by the grid, then the solar panel provides 6000 W under sunny conditions. At the 

same time, it can also feed the grid up to 1000 W. We also observed a grid THD of 1.48%, 

shown in Figure 4.45, in a steady state. 

 

 

 

 

 

 

 

 

 

 

Figure 4.43 Dynamic response with solar radiation of G = 800 W/m2 without a filter. 

 

 

 

 

 

 

 

 

 
Figure 4.44 Power flow with solar radiation of G = 800 W/m2 without a filter. 
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Figure 4.45 Harmonic spectrum of the grid and load current without a filter. 

 
4.4.4.2 Assembled with loads, solar radiation, and without a battery system 

The same simulation is carried out as in Section 4.4.1.2 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller without a filter. The dynamic 

responses with solar radiation of G = 800 W/m2 without filter are shown in Figure 4.46. The 

current in the inverter increases at t = 0.1 to 0.3 s because the battery discharges. The results 

show phase opposition between the current and the grid voltage, indicating that the grid 

receives power shown in Figure 4.47. Figure 4.48 shows the power curves confirming that 

the inverter is negative when the battery absorbs current and positive when the battery 

discharges the current. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.46 Dynamic state response with battery charge variation without a filter. 
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Figure 4.47 Dynamic state response with battery charge variation without a filter. 

 

 

 

 

 

 

 

 

 

 

Figure 4.48 Battery state of charge using without a filter. 

 
4.4.4.3 Assembled with solar radiation, battery charge, and variation of the loads 

The same simulation is carried out as in Section 4.4.1.3 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller without a filter. Figure 4.49 shows the 

dynamic responses with solar radiation of G = 800 W/m2 without a filter. From the above 

power curve, we observed from Figure 4.50 that the PV and grid supply power to the load. 

When the load power increases at t = 0.1 s, the current in the grid increases due to the grid 

power. With solar radiation of G = 800 W/m2, the PV can’t support the grid to supply the 

power to the load. 
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Figure 4.49 Dynamic response with load variation without a filter. 

 

 

 

 

 
 
 
 
 
 
 

Figure 4.50 Power flow with load variation without a filter. 

 
4.4.4.4 Assembled with battery charge, load, and with variation of the solar radiation 

The same simulation is carried out as in Section 4.4.1.4 by replacing the simple nonlinear 

controller of the inverter with the nonlinear controller without a filter. The simulation results 

we obtained are shown as follows. Figure 4.51 shows that the grid current decreases when 

solar radiation increases. This increment in solar radiation causes to increase in PV current 

from 25 A to 40 A and finally to 50 A. From the above power curve, we observed from 

Figure 4.52 that the grid power decreases, inverter power increases, and the load becomes 

constant. 
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Figure 4.51 Dynamic responses with a variation of solar radiation without a filter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.52 Power flow with a variation of solar radiation without a filter. 

 
4.5 Comparison of nonlinear controllers with various filters 

A final simulation is carried out to compare the performances of nonlinear controllers with 

various filters regarding the regulation of the DC bus. We simulate the overall system 

without the PV and battery for each controller, with a load variation from 4000 W to 5000 W 

between t = 0.1 s and 0.3 s. Figure 4.53 shows the result we obtained by grouping the curves 

for each of the controllers on the same figure: 
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Figure 4.53 DC bus regulation with various controllers. 

Finally, let us note that the nonlinear control without a filter obtains the best regulation, 

followed by the simple nonlinear control (high pass filter) and the control with a multi-

variable filter. The nonlinear control with a Notch filter has the worst result. Table 4.2 

summarizes the performance of the different simulations of the various controllers used for 

the inverter. 

Table 4.2 Ranking of controllers according to their performance. 

Types of Controllers 
Simple 

Nonlinear 
Controller 

Nonlinear 
Controller with 
Multi-variable 

Filter 

Nonlinear 
Controller with 

Notch Filter 

Nonlinear 
Controller 

without filter 

THD of grid 
without the PV and 

Battery 
1.43% 1.70% 1.61% 1.33% 

Vdc Regulation Time 
with Load Variation 

0.025 s 0.07 s 0.05 s 0.015 s 

Vdc Exceeded with 
Load Variation 

0.6% 0.8% 1% 0.2% 
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4.6 Conclusions 

During this research, we presented a study on photovoltaic panels connection to the electrical 

grid and a load. The operation of a storage device was also inserted into the assembly, which 

was carried out via Matlab simulation. The comprehensive study of solar energy has been 

carried out with the interface of a step-up converter equipped with a PI regulator and the 

MPPT implemented by the P&O method. At first, we connected the photovoltaic system and 

its storage device to the grid with an unbalanced nonlinear load. The inverter, which delivers 

alternating voltages and currents from a direct source of electrical energy, will play the role 

of interface between the panel and the grid. The inverter acts as a filter and makes it possible 

to compensate for the currents that pollute the network. Then several controllers were 

studied, modeled, and simulated. First, we use a simple nonlinear control with a traditional 

high-pass filter. Then we replaced it with a multi-variable filter and a Notch filter in another 

simulation. Finally, we used a nonlinear control without a filter. During our simulations, we 

obtained the expected results, proving each controller’s performance. Therefore, we can 

affirm that this global topology is an exciting alternative for using solar energy, mainly its 

simplicity, performance, and speed. It turns out that during our simulations, the filterless 

nonlinear control obtained the best performance. For economic considerations, the energy 

produced by the solar panel should be prioritized by the grid and not the battery. We use an 

intelligent MPPT to get the maximum power from the connected solar panels with different 

capacities. Finally, we observed that the filterless nonlinear control provides the best results 

for THD correction (1.33%), Vdc regulation time with load variation (0.015 s), and Vdc 

exceeded with load variation (0.2%). The controller with the notch filter has the worst results 

for THD correction (1.61%), Vdc regulation time with load variation (0.05 s), and Vdc 

exceeded with load variation (1%). Following the Vdc regulation times, we see that the 

controller without the filter has the fastest and the notch controller has the slowest 

performance. It is noted that the controller with the notch filter has the worst results for the 

overshoot of the Vdc, and the multi-variable filter has the poorest outcomes for the regulation 

speed of the Vdc (0.07 s) with the THD correction (1.70%). The simple nonlinear controller 

provides the THD correction (1.43%), Vdc regulation time with load variation (0.025 s), and 

Vdc exceeded with load variation (0.6%). Finally, the multi-variable filter is ranked fourth, 
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the Notch filter is third, the simple nonlinear controller is second, and the nonlinear controller 

without the filter is ranked first. In summary, the nonlinear controller without a filter is the 

best for the operation. Concerning the quality of the electrical grid, the controllers used for 

the inverter ensure that the harmonic distortion rate remains below 5%, complying with the 

IEEE519-1992 standard for grid quality. This indicates that the proposed system maintains 

the required power quality levels while integrating renewable energy sources. This research 

highlights the prioritization of energy produced by the solar panel for the grid rather than the 

battery, considering economic factors. This approach optimizes the utilization of solar energy 

and enhances the cost-effectiveness of the system.  

To continue this research work, the proposed system and controllers can be implemented in a 

real-world setup to verify the performance and effectiveness of the studied approaches under 

practical conditions. This will provide more robust and reliable results; The study by 

comparing the performance of the proposed controllers can be expanded with other existing 

control strategies for photovoltaic systems; The efficiency, stability, and dynamic response of 

different controllers can be evaluated to identify potential improvements or alternative 

approaches; Parameter tunings or advanced control algorithms such as Model Predictive 

Control (MPC) or Adaptive Control can be considered to enhance the response, accuracy, 

and stability of the system under varying operating conditions; The reliability and resilience 

of the proposed system can be assessed in the face of various disturbances and uncertainties. 

By considering these recommendations, the research work can be extended to further 

enhance the understanding, performance, and applicability of photovoltaic systems connected 

to the electrical grid, ultimately contributing to the advancement and adoption of renewable 

energy technologies. 
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Abstract 
 
This paper implements and compares the existing power supply converters for an energy 

storage system to determine the best suited for the smart grid application. A survey of 

different DC-DC converters is carried out to analyze the battery's overall performance. The 

main objective is to identify this application's most appropriate energy storage device. The 

advantages of this technology have high efficiency and reliability, which can connect various 

energy sources and reduce conduction losses in the power converters. Through the converter 

control, reference currents are imposed to charge the battery. The battery nominal voltage 

needs to change to see which type of converter is the most suitable and robust. Simulation 

results show that the operating ranges of boost-buck, buck-boost, and buck-boost converters 

with negative output voltage enhance the efficiency of battery and renewable energy sources 

and compare the DC converters to know the functional voltage for the energy storage system. 

The power converter's efficiency and control facility will allow us to link the energy storage 

system with the power grid. The overall installation is established using Matlab/Simulink 

software.  

Keywords: storage system, DC converters, smart grid, battery performance, conduction 

losses 
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5.1 Introduction 

The techniques for designing and producing power converters are mainly based on the 

association and assembly of discrete components. Thus a converter can be seen as a set of 

passive and active components interconnected to perform the desired function for a given 

specification. Each component must then be chosen according to the constraints that will be 

imposed on it by these specifications. This approach, therefore, requires a specific study for 

each function to be performed, which will have several consequences [1]. Each new 

application corresponds to a new converter, which systematically reviews and redesigns new 

conversion structures and proves costly in terms of time and money. Eventually, this can lead 

to specific technological developments that also affect the cost of developing power 

converter solutions [2] [3]. Regulating the conversion functions and the complex coupled 

electrical, magnetic, thermal, and mechanical phenomena involved in the operation of a 

power converter requires an excellent knowledge of power electronics reserved for 

specialists in this field only. Moreover, with the current integration process, this point 

becomes more critical. The three preceding points induce significant development times and 

costs, thus limiting the generalization of a power converter with high conversion efficiency in 

consumer and industrial applications [4] [5]. This leads to reducing the penetration of power 

converters in mass applications, which would reduce our consumers' energy bills.  

Energy sources in local settings are excluded from use in low or medium-power applications, 

including micro-grids and industrial areas situated at higher power ranges[6] [7]. These 

regionally distributed energy sources present opportunities for enhancing load balancing 

among various power supply modules. Their operation relies primarily on the communication 

channel, resulting in a heightened risk of failures, reduced load regulation, and intricate 

implementation, all of which contribute to elevated manufacturing and maintenance 

expenses. Nonetheless, the progress of photovoltaic systems has drawn attention to numerous 

factors that have a direct impact on the performance of this technology [8] [9]. The power 

converters and storage devices (battery) are the disciplines in which we seek to design and 

analyze an electrical system ensuring the transfer of power from an energy source to a 

receiver and guaranteeing the highest possible energy efficiency while limiting losses as 

much as possible [9] [10]. The power converter is a device composed of electronically 
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controlled switches. This commute, i.e., oscillates between an on-state and an off-state. The 

frequency of these switching is generally relatively high, of the order of a few kilo-Hertz, or 

even a few tens of kilo-Hertz. Such a converter is commonly called a static converter 

because it does not include any moving mechanical component. Static converters are used to 

shape an electrical wave. They allow, for example, to modify the voltage or current 

waveform to adapt it to the receiver's needs. The power dissipated during the transfer is a 

loss due to the imperfections of its components which make up the converters [9].  

Many research has been done on a multiple-power converter based on distributed power 

systems in other systems to handle multiple input sources. Most system configurations 

adopted from previous research rely solely on localized converters with extensive 

communication capabilities or on a decision agent mechanism technique, described in [11] 

[12]. Multi-converter systems designed for communication and battery applications exhibit 

exceptional load regulation and robust load-sharing capabilities [13] [14]. However, this 

particular system is specialized and tailored for specific tasks, rendering it unsuitable for the 

all-encompassing performance requirements of smart energy systems. The universal input 

converter emerges as an optimal choice for distributed generation and smart grid 

infrastructures, as it can seamlessly integrate and process energy sources and storage into a 

unified global unit. The universal keying technology topology boasts advantages such as 

cost-effectiveness, higher power density, and simplified management.  

Extensive research conducted over the past decade has yielded a wide array of topologies 

for multi-input converters. Broadly, multi-input converters can be categorized into two 

groups: Magnetic Coupling Converters (MCC) and Electrically Coupled Converters (ECC). 

[15] pioneered the initial literature on single-output topologies after [16] [17] reached a 

consensus on an idea that applies to other topologies and multi-input versions. The tri-port 

converter employs various power flow control strategies [18] [5]. Nevertheless, the 

magnetic energy transfer method is sensitive to circuit parameters and may lead to 

potentially inaccurate performance, making current disposal capacity a critical consideration 

when interfacing with renewable energy sources like fuel cells. Alternatively, energy 

transfer methods not only focus on current regulation but primarily emphasize power flow 

control. MCCs offer higher power density and flexible output voltage levels, facilitated by 
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strong and soft switching techniques. However, MCC circuit devices entail a complex load-

sharing implementation compared to other energy sources and storage elements. On the 

other hand, ECCs are straightforward and typically operate with less than 10KW of power 

[19]. ECCs are often associated with non-isolated converter topologies, such as Buck, 

Boost, and Buck-Boost. Their power flow control is relatively simple, and the peripheral 

circuitry is generally uncomplicated. ECC systems feature less flexible output voltage, a 

modular structure, and lower manufacturing costs, rendering them advantageous in various 

applications like automotive and communication systems.  

In this context, we explored various implementations of multi-input topologies. [20] 

grouped diverse sources together to achieve high output voltage and employed a time-

domain switching scheme for these channels with multiple inputs, offering a multiplex or a 

combination of multiplexing and simultaneous switching topology based on the boosted cell 

with stack input voltage. [21] introduced a step-down topology based on the multi-input 

ECC code, operating with a time-multiplexed switching model. [8] investigated sources 

with varying input levels and proposed a topology featuring Mix-Boost and Buck-Boost 

switching cells as a front-end application for microgrid conversion. The combination of 

Buck and Boost switching cells is integrated into a single unit to share power, with a bank of 

battery sources included for the negative output of the Buck-Boost switching cells. 

According to [22], the use of mixed switch mode and charge pump topology results in a 

multi-input ECC with all subsystems having a common point, enabling bi-directional power 

flow due to inductive coupling. This approach provides several benefits, such as the ability 

to transmit power individually or simultaneously from PV and wind turbines directly to the 

grid, the capacity to implement Maximum Power Point Tracking (MPPT) for solar systems 

and wind power, and an extended variable input voltage range for renewable energy power 

systems [23] [24]. [2] also concurred that similar Boost cells could constitute a multi-input 

converter system suitable for immobilizer systems, mobile applications, and switch cells 

capable of supplying power to various sources. [25] approached to operate a Buck-Boost 

converter as a bidirectional regulable power bridge between low and high-voltage buses. As 

a result, the battery's charge can be utilized and handle overload situations. A flexible and 

sustainable power generation scheme is proposed in [26] using flexible fuzzy goal 
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programming to increase the capacity of renewable sources and reduce emission levels on 

Earth. The optimal cost solution and flexibility of power demand are achieved by switching 

to renewable energy sources.  

The DC–DC converters are presented in most applications of low, medium, and high voltage 

or current. Researchers in every sector are launching new research technology aiming to 

improve and solve many issues related to power converters to enhance new technology 

associated with challenges and requirements that have been brought recently in the power 

converters applications. Power electronics and converters always help to solve problems of 

industrial and residential power losses and support energy development, opening the gap for 

new opportunities and improving the quality of power supply. Thus, it is a reality that power 

converters and their technologies can be a major considerable research topic in power system 

engineering. In this paper, we present the study of the different types of existing converters 

and batteries to choose the most suitable for the smart grid system and can solve the 

problem of intermittency of the operation of renewable energy sources. We compared the 

different operating ranges of Boost-Buck, Buck-Boost, and Buck-Boost with negative 

output voltage using Matlab simulation. Then we studied the DC-DC converters capable of 

feeding the battery storage. Each converter's control strategy is determined and chosen for 

the best topology.   

The primary contributions of this paper can be summarized as: 

 Devising a control scheme for switched-mode converters aimed at facilitating rapid 

energy storage and delivery to batteries while meeting desired energy levels;  

 Analyzing the operating ranges of Boost-Buck, Buck-Boost, and Buck-Boost (-Vout) 

converters to enhance the efficiency of battery and renewable energy sources;  

 Comparing the DC converters to know the functional voltage for the energy storage 

system. 

The rest of the paper is sorted as follows: Section 5.2 studies the converters used in an energy 

storage system. Section 5.3 describes the operational technique of different DC converters. 

Section 5.4 presents the simulation results of the proposed research work. Section 5.5 
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summarizes the functional voltage of the converters for the energy storage system, and 

Section 5.6 concludes the paper. 

 
5.2 Study of converters used in energy storage systems 

DC converters play a vital role in energy storage systems (ESS) by facilitating efficient 

power conversion and bidirectional energy flow between storage devices and the grid. As the 

demand for renewable energy integration and grid stability increases, the importance of 

energy storage systems and their associated DC converters becomes more significant. Energy 

storage systems have gained prominence as a crucial element in modern power systems due 

to their ability to mitigate renewable energy intermittency, support grid stabilization, and 

enhance overall system efficiency. DC converters serve as an interface between energy 

storage devices (e.g., batteries, supercapacitors) and the AC grid, allowing for efficient 

energy conversion and optimal power management. They are essential for converting the DC 

output of energy storage devices into usable AC power for the grid or vice versa. These 

converters enable bidirectional power flow, allowing energy to be stored in the system when 

there is excess generation or to be released to the grid when demand exceeds supply. A study 

has been done to compare the existing power supply converters for an energy storage system 

to determine the best suited for our application. This technology has many advantages [27], 

such as high efficiency and reliability, connecting various energy sources, and reducing 

conduction losses in power switches. The main disadvantages of this technology are 

Magnetic losses, eddy current losses, and losses in passive components. Despite its losses, 

switched-mode power supplies have an efficiency of between 65% and 90%, while linear 

power supplies reach between 35% and 55% [28]. Through the converter control, reference 

currents are imposed to charge the battery. We will also change the battery's nominal voltage 

to see which type of converter is the most suitable and robust. 

 
5.3 Operational technique of different DC converters 

5.3.1 Operational equations of the boost-buck converter 

The DC-DC converter utilized in this system functions as a switching power supply capable 

of both stepping up and stepping down the output voltage. This converter is integrated with a 
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Li-ion battery. The battery model is linked to a DC voltage source through a series resistor. 

The equivalent circuit and the configuration of the bidirectional boost-buck converter can be 

observed in Figure 5.1. In its operation, the converter shifts into Boost mode for discharging 

and switches to Buck mode when charging the battery. 

 

 

 

 

 

Figure 5.1. Equivalent circuit diagram of a battery with bidirectional  
boost-buck converter 

 
The precise formula for Vc (t) is:                                           
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Where V0 is the nominal voltage, I0 is the nominal current and K is the bias voltage of the battery. 
The following relationship represents the control source of voltage: 

𝑉஼ = 𝐴 exp (−𝐵 ∫ 𝐼଴𝑑𝑡) + 𝑉଴
௧

଴
                                                                       5.2                                       

Where A is the exponential voltage, and B is the exponential capacity of the battery.  

And for the variable resistor 

𝑅௏ = R = 𝑅௜ + 𝑘 ೂ

ೂష∫ ಺బ೏೟
೟
బ

                                                                                  5.3  

Where Ri is the number of resistors and Q is the capacity of the battery. We will now establish the 

equations with the fixed resistor R to extract the control law [29]. This converter comprises switches 

and diodes, each of which can be on or off. When the switch is on, the voltage Vin is entire across the 

inductor. 

When S1 and S2 are on: 
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Then, we get the state model: 

𝑋𝐴ଵ + 𝑈𝐵ଵ = 𝑋                                                                                               5.8    

With 
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This allows us to establish the following matrix: 
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When S1 and S2 are closed, the current flows through the circuit shown in Figure 5.2. 

 

 

 

 

 

 

Figure 5.2 Diagram of the boost-buck converter when the switch is blocked 
 

When S is blocked and D on: 
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Then we get the state model: 

𝑋𝐴ଶ + 𝑈𝐵ଶ = 𝑋                                                                                       5.16 
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The following equality is used to determine the mean of the state model:  

𝑋𝐴 + 𝑈𝐵 = Ẋ                                                                                        5.18 
As well: 

𝐴 = 𝑑. 𝐴ଵ +  (1 − 𝑑)𝐴ଶ And 𝐵 = 𝑑. 𝐵ଵ +  (1 − 𝑑)𝐵ଶ                            5.19                              

Where d is the duty cycle of the converter. We use the two matrices previously determined to 

obtain A and B:                                                                                                                                                               
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And:              
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This can be written as: 
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We will only focus on current regulations so we will use the dynamic current equation:           

𝑉௜௡ −  (1 − 𝑑)𝑣௖ = 𝐿
ௗூಽ

ௗ௧
                                                                                       5.26                              

To maintain current regulation, a proportional-integral (PI) controller is employed. The new 

input, denoted as u and representing the regulator's output, is defined as follows:                

𝑢 = 𝐿
ௗூಽ

ௗ௧
                                         5.27                      

By employing the Laplace transform, the following expression is derived: 

𝑢 = 𝑆. 𝐿. 𝐼௅                               5.28                      

Consider G as the open-loop current transfer function, defined as follows:  
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The controller will produce the boost command based on the signal representing the 

difference between the setpoint ILref and the inductor current IL. The transfer function of the 

controller is expressed as: 

𝐶𝑠 =
௄೔

ௌ
+ 𝐾                                     5.30                      

The transfer function in the closed-loop system of the controller linked with the PV system is 

defined as: 
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In this context, IPV stands for the current error, while I*
PV  represents the reference current for 

the PV system. This process facilitates the identification of the coefficients Kp and Ki: 

𝐾௉ = 2𝐿ꞷ௜𝜉 − 𝑅௖                      5.32                      

And: 
𝐾௜ = 𝐿ꞷ௜

ଶ                                                                                               5.33                      

The control law is given by: 

𝐿
ௗூಽ

ௗ௧
= 𝑉௜௡ − (1 − 𝑑)𝑣௖ = 𝑢                                                   5.34                                                                         

𝑑 =
௨ି௏೔೙

௩೎
+ 1                                               5.35                      

The PWM modulation method is employed for producing trigger pulses to manage the 

converter switch. The control schematic of the Boost-Buck converter is depicted in Figure 

5.3. Through the utilization of the controlled voltage source Vin, the Boost-Buck converter is 

controlled by comparing the real-time current with the reference current, which can assume 

values of 10A, -10A, -20A, and 20A. The battery undergoes discharging when the reference 

current is negative and charging when the reference current is positive. Four simulations 

were carried out with this converter. For each simulation, the nominal voltage of the Lithium 

Ion battery used in the Matlab software, with the modified value Vbat =250V, Vbat =350V, Vbat 

=500V, and Vbat =650V. The input voltage Vin is fixed at 500V. The components of the 

boost-buck converter have the value of L=10mH and C=4500μF. 
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Figure 5.3 The control scheme of the boost-buck converter 

5.3.2 Operational equations of the buck-boost converter 

The DC-DC converter in use serves as a bidirectional switching power supply, capable of 

both stepping down and stepping up the output voltage as needed. This converter is paired 

with a Li-ion battery, with the battery model connected to a DC voltage source via a series 

resistor. Figure 5.4 provides a visual representation of the equivalent circuit and the 

configuration of the bidirectional buck-boost converter. In its operational modes, the 

converter charges the battery in buck mode and discharges it in boost mode. 

 
 
 
 
 

 

 

 

Figure 5.4 Circuit diagram of the buck-boost converter 

The method employed here is PWM modulation, which generates the trigger pulses to 

manage the converter switch. Figure 5.5 illustrates the control diagram of the buck-boost 

converter. Utilizing the controlled voltage source Vin, the buck-boost converter is adjusted by 

comparing the real-time current with the reference current, which can assume values of 10A, 

-10A, -20A, and 20A. Charging occurs when the reference current is positive while 

discharging takes place when the reference current is negative.. Four simulations were 

carried out with this converter. For each simulation, the nominal voltage of the Lithium Ion 

battery used in the Matlab software, with the modified value Vbat =250V, Vbat =350V, Vbat 
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=500V, and Vbat =650V. The input voltage Vin is fixed at 500V. The components of the buck-

boost converter have the values of L=10mH and C=4500μF. 

The control law of the buck-boost converter using equation (5.35) is given by:                                                                                        

𝑑 = 1 −
ି௨ା௏೔೙

௩೎
                                                                                      5.36                                                                                                                 

 
  
 
 
 

 

 

 

Figure 5.5 The control scheme of the buck-boost converter 

5.3.3 Operational equations of the buck-boost converter with negative output voltage 

The general topology of the Buck-Boost converter with negative output voltage is shown in 

Figure 5.6. Here, we used the control law (equation 5.36) previously analyzed for the buck-

boost converter. 

 
 
 
 
 
 
 

 

 
 
 

Figure 5.6 Circuit diagram of the buck-boost converter  
with negative output voltage 
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5.4 Simulation results 

5.4.1 Simulation results using boost-buck converter 

The simulation results show that the Boost-Buck converter cannot charge or discharge the 

battery at a nominal battery voltage of 250V and 350V shown in Figure 5.7 (a), (b), and have 

the capability to charge or discharge the battery at a nominal battery voltage of 500V and 

650V shown in Figure 5.7 (c), (d). 

Figure 5.7. Battery states of charge with boost-buck converter for (a) 250 V, (b) 350 V (c) 
500 V, and (d) 650 V 

 

 

(a) (b) 
 

(c) (d) 
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5.4.2 Simulation results using buck-boost converter 

The simulation results show that the Buck-Boost converter can charge or discharge the 

battery at a nominal battery voltage of 250V and 350V shown in Figure 8 (a), (b), and cannot 

charge or discharge the battery at a nominal battery voltage of 500V and 650V shown in 

Figure 8 (c), (d). 

Figure 5.8 Battery states of charge with buck-boost converter for (a) 250 V, (b) 350 V 
(c) 500 V, and (d) 650 V 

 

5.4.3 Simulation results using buck-boost converter with negative output voltage 

The simulation results show that the Buck-Boost converter with negative output voltage has 

the capability to charge or discharge the battery at all the nominal battery voltages of 250V, 

350V, 500V, and 650V shown in Figures 5.9 (a), (b), (c), and (d). 

 

(a) (b) 
 

(c) (d) 
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Figure 5.9 Battery states of charge with modified buck-boost converter for  
(a) 250 V, (b) 350 V (c) 500 V, and (d) 650 V 

 

5.5 Resultant functional voltage of the converters 

We summarize the converters used to know which voltage is functional for the energy 

storage system shown in Table 5.1. 

Table 5.1 Summary of converters usable in an energy storage system 
 

 
 
 
 

 

(a) (b) 
 

(c) (d) 

Converters Vbat  > Vin Vbat  = Vin Vbat  < Vin Bidirectional 

Boost-Buck Capable Capable Incapable Capable 

Buck-Boost Incapable Incapable Capable Capable 

Buck-Boost (-Vout) Capable Capable Capable Capable 



126 

 

5.6 Conclusion 

The study of the different types of existing converters and batteries are carried out to choose 

the most suitable in term of performance for the smart grid application system. We analyzed 

the different operating ranges of boost-buck, buck-boost, and buck-boost with negative 

output voltage using Matlab simulation. Then we studied the DC-DC converters capable of 

feeding the energy storage system. Each converter's control strategy is determined and 

chosen for the best topology. These converters help the batteries store a desired amount of 

energy and then return it to a grid at the desired speed. It is beneficial to store power from 

solar panels or wind turbines without wastage. The adaptability of a switched-mode power 

converter is appropriate for charging or discharging a battery. Also, the simplicity of the 

control techniques of converters gives significant efficiency. It seems efficient to use a 

bidirectional converter for the smart grid application to charge or discharge the battery 

without any constraints. Buck-Boost converter with negative output voltage can operate 

regardless of the value of the nominal battery voltage. For the future scope of this research, 

boost-buck, buck-boost, and buck-boost (-Vout) converters could be implemented in the smart 

grid application to charge and discharge the vehicle's storage (battery) system as it is capable 

of bidirectional power flow to supply or absorb the power from the electrical network. To 

achieve a power network devoid of disturbances, it is possible to create filters that are 

specifically designed to offset the reactive power and harmonic currents produced by the 

power electronics converter. 
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CONCLUSIONS 
 
 

This doctorate thesis focuses on the environmental and economic benefits of distributed 

generation (DG) while highlighting the inherent challenges in managing fluctuating 

renewable energy sources (RESs). To maintain the dynamic stability of power flow and 

control the frequency in high-penetration wind-based energy storage systems, a logical 

algorithm was developed by designing a power-sharing method. The fluctuating behavior of 

Renewable Energy Sources (RESs) was identified. The control strategies of a 

converter/inverter were developed to maintain the proper power supply in the entire 

microgrid. Moreover, this thesis explored critical aspects of distributed generation (DG), 

renewable energy integration, and energy storage systems, focusing on enhancing power 

network efficiency while minimizing environmental air pollution. The main results of this 

thesis can be summarized by addressing each distinct challenge and proposing innovative 

solutions: 

 A control algorithm for a high-penetration hybrid diesel-wind-based energy storage 

system, specifically designed to maintain dynamic stability in power flow and control 

network frequency. The key findings include the effective reduction of transient time in 

wind power flow and frequency fluctuations through the use of an integral-derivative (I-

D) controller. Additionally, a storage system (battery) is employed to store excess wind 

energy efficiently, reducing wastage and supplying surplus wind power during high-load 

demand periods. The main advantage of this approach is the reduction of transient time of 

wind power flow and fluctuation behavior of frequency using an I–D controller. In 

addition, the algorithm provides a solution to regulate the network frequency using a 

storage system. 

 A Fuzzy Logic (FL) control algorithm for a wind-based energy storage system is 

developed and compared the approaches to the traditional Proportional Integral Derivative 

(PID) controller. The study demonstrates substantial improvements in reducing transient 

time in wind power flow and frequency fluctuations. A storage system (battery) plays a 

crucial role in maintaining the network stability and minimizing energy losses. The 
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research's key contributions include: Designing a control scheme facilitating power 

sharing between networks; Efficient regulation of network frequency using a storage 

system; Reduction of transient time in wind power flow and frequency fluctuations 

through fuzzy logic control; Storing the surplus wind power and maintaining a high load 

demand by supplying it into the network; Comparison of the robustness of FL controller 

against PID controller. 

 A simulation scheme has been developed utilizing a solar system instanced by 

Photovoltaic (PV) panels coupled to the grid, loads, and an energy storage device by 

designing a nonlinear controller. The study explored various nonlinear control techniques 

to address the challenges of managing power converters/inverters, compensating for 

reactive power, and mitigating harmonic currents. The research's key contributions 

include: Designing the control scheme for an inverter/rectifier to help the batteries 

store/supply a desired amount of energy at maximum speed; Designing DC/AC converters 

to maintain the unbalanced nonlinear load of the PV-based battery storage system; 

Modifying the adaptive notch filter to adequately compensate the input currents and 

perform an inverse transformation before injecting them at the output; and Reducing the 

(THD) rate of the converters/inverters using nonlinear controller without filter to enhance 

the efficiency of the power grid. 

 A comprehensive survey of various DC-DC converters has been carried out to determine 

the most suitable energy storage device for smart grid applications. The study analyzed 

the efficiency and reliability of different converters and evaluated their performance in 

charging batteries. Operating ranges of boost-buck, buck-boost, and buck-boost (-Vout) 

converters are also analyzed to optimize energy storage. The key contributions include: 

Designing the control scheme for switched-mode converters to help the batteries 

store/supply the desired amount of energy; Analyzing the operating ranges of Boost-Buck, 

Buck-Boost, and Buck-Boost (-Vout) converters to enhance the efficiency of battery and 

renewable energy sources; and Comparing the DC converters to know the functional 

voltage for the energy storage system.  



  

RECOMMENDATIONS 
 
 

For future research endeavors, it is recommended to delve deeper into the integration of 

distributed generation (DG) and renewable energy sources (RESs) with an emphasis on 

hybrid systems that combine different RESs, such as wind and solar, to optimize energy 

production and storage. Investigating the development of advanced control algorithms, 

possibly leveraging artificial intelligence and machine learning techniques, can enhance the 

dynamic stability and efficiency of power flow control. Additionally, further exploration into 

the economic aspects, regulatory frameworks, and grid integration of DG and RESs will 

contribute to a comprehensive understanding of their real-world impact. Robustness and 

reliability should remain a focal point, particularly in unforeseen scenarios or adverse 

conditions, ensuring the resilience of distributed generation systems. Lastly, a focus on 

practical implementation and field testing will provide valuable insights and validation of 

theoretical findings, facilitating the transition from research to real-world application. These 

recommendations collectively aim to advance the state-of-the-art in sustainable energy 

systems, reducing environmental impact and promoting efficient power networks. 

 
 
 
 
 
 
 
 
 
 





  

APPENDIX  

 Comparison of this thesis with prior research [7, 126-128] 
 

A model representing the High-Penetration, No Storage, Wind-Diesel (HPNSWD) system is 

outlined in [7, 126-128]. Originally developed by Hydro-Quebec, this technology aimed to 

lower electricity supply costs in remote northern communities [128]. The ideal wind 

penetration for this system relies on factors such as fuel delivery costs and available wind 

resources. The HPNSWD system described here features a 480 V, 300 kVA synchronous 

machine, a wind turbine linked to a 480 V, 275 kVA induction generator, a 50 kW customer 

load, and a variable secondary load (ranging from 0 to 446.25 kW). A secondary load bank, 

acting as a dump load, manages system frequency by absorbing excess wind power beyond 

consumer demand.  

In [126], an example of dynamic simulation for Wind-Diesel Isolated Microgrids (WDIM) 

without storage is presented. This simulation, conducted using Matlab–Simulink, illustrates 

the WDIM operating in Wind-Diesel (WD) mode. It demonstrates how a Dump Load (DL) 

enhances WDIM stability and reliability by utilizing surplus power generated by the wind 

turbine. 

In [127], a hybrid wind diesel system-based (HWDS) standalone system and micro-grid 

system are simulated to study the performance of the grid system. The complete HWDS is 

modeled with a secondary Dump Load (DL) and simulated in a MATLAB Simulink 

environment which, manages system frequency by absorbing excess wind power beyond 

consumer demand.  

Proposed power-saving option by installing Battery Based Energy Storage System (BESS) 

From the above research statements, they didn’t propose any storage system in the power 

grid. According to their research works, when there is surplus power generated through wind 

turbines,  a large amount of wind power needs to be dumped in a secondary/dump load bank 

to maintain the network frequency as well as total load demand which is not efficient for a 

renewable energy-based power system. 
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Therefore, without throwing a large amount of wind power in a secondary/dump load, we 

developed a storage system (battery) with a power-sharing method in this thesis to charge 

when power from the wind turbine is more than the load demand and discharge when wind 

power is less than the total load demand. Here, DL only consumed the surplus power that the 

battery could not store.  

Therefore, 

      PS_ref = Pref   when Pref ≤ 0                                                          A 1 

PS_ref  = PS_max   when  Pref  > 0                                                       A 2 

In the DL, 

PD_ref = Pref  – PS-max   when   Pref > 0                                             A 3 

PD_ref  = 0     when  Pref  ≤ 0                                                           A 4 

Where PS_ref  is battery reference power, PS_max   is maximum battery power, PD_ref  is dump 

load reference power. The battery and DL recognize the Pref (reference power) 

simultaneously and maintain the accuracy at the time of operation. Thus, three types of 

control techniques are implemented.  

Using the DL only when the BESS is completely charged,  

Ps-max ˂ PT –PL, PS = 0;                                                                                               A 5 

By using the battery only,  

(0= PD) if |PT – PL| ≤ PS_nom;                                                     A 6 

By using both battery and DL if, 

 (Pref> 0) PT –PL> 0.                                                                    A 7 

Where PT is wind power, PL is total load demand, PS_nom is battery nominal power, and PD is 

dump load power. 

Proposed fuzzy logic controller to maintain the robustness of the power network 
 
[126] proposed PID controller in WD mode, no storage with variable loads and wind speed. 

They have considered the Diesel Generator (DG) and Wind Turbine Generator (WTG) to 

produce 108 kW and 92 kW (for a wind speed of 8 m/s), respectively and the load and DL 

consume 200 kW and 0 kW, respectively. 
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In real-time conditions, DL can not be zero (if there is no storage system). To regulate the 

network dynamic system there should be more power generation compared to the total load 

demand (here DG+WTG can not be less than or equal to the PL) so that the DL or battery 

system can absorb some excess power to regulate the network voltage and frequency. Figures 

A 1, A 2, and A 3 represent the WDIM frequency (pu), WDIM voltage (pu), and Active 

power generation and consumption in the WDIM components respectively. 

 
 
 
 
 

 

 

 

 
Figure A 1. WDIM frequency (pu) [126].  

 
 

 

 

 
 
 
 

Figure A 2. WDIM voltage (pu) [126]. 
 
 
 
 
 
 
 
 

 
 
 
 
 
Figure A 3. Active power generation and consumption in the WDIM components [126]. 
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Now if we compare to the [126] and its Figures (A 1, A 2, and A 3), then we will see

Figure 4 A (a) (b) (c)  that the fluctuation behavior and trans

wind turbine speed, and wind power flow

controller over PID controller used in [126].

observe compare to Figure A 2 [126].

In [7, 126-128], the excess power from RESs is thrown

network frequency. Which is not efficient for future RESs

Therefore, this thesis proposed and developed a power

system to minimize the power losses for t

Figure A 4 (a) Network frequency conditions. (
The power produced by the wind turbine, and (

 
 

 

(a) 

(c) 

Now if we compare to the [126] and its Figures (A 1, A 2, and A 3), then we will see

that the fluctuation behavior and transient time of network frequency, 

wind power flow are significantly reduced using fuzzy logic 

used in [126]. Figure 4 A (d) shows there is no voltage flicker 

observe compare to Figure A 2 [126]. 

128], the excess power from RESs is thrown to the dump load to regulate the 

network frequency. Which is not efficient for future RESs-based power generation systems. 

Therefore, this thesis proposed and developed a power-sharing method with a battery and DL 

system to minimize the power losses for the future power grid. 

) Network frequency conditions. (b) Speed generated by ASM generator. (
The power produced by the wind turbine, and (d) Voltage at load bus. 

 

(b) 
 

(d) 

Now if we compare to the [126] and its Figures (A 1, A 2, and A 3), then we will see in 

time of network frequency, 

significantly reduced using fuzzy logic 

Figure 4 A (d) shows there is no voltage flicker 

to the dump load to regulate the 

based power generation systems. 

sharing method with a battery and DL 

) Speed generated by ASM generator. (c) 
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