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RÉSUMÉ 

La gestion de l’eau est un défi important pour l’industrie minière et plus particulièrement 

au printemps lors de la fonte de la neige. Une quantité importante de l’inventaire annuel de 

l’eau peut être stocké sous forme de neige à la surface des parcs à résidus miniers. Ceci fait 

qu’u dégel, une quantité d’eau important est libérée sur une période relativement courte, 

appelée crue printanière. La durée et l’intensité de la crue peut varier d’une année à l’autre, 

mais entraîne des défis importants en gestion de l’eau sur les parcs à résidus. La grande 

quantité d’eau à gérer fait que les infrastructures de gestion et de traitements des eaux ainsi 

que les ouvrages de retenue des résidus miniers sont sollicitées à pleine capacité durant 

cette période. Dans un contexte de changements climatiques où il y a une augmentation 

dans la variabilité et les extrêmes de plusieurs variables du cycle de l’eau, les crues 

printanières représentent un risque grandissant sur la stabilité des infrastructures de gestion 

de l’eau et des rejets miniers. Cette étude explore l’utilisation de piles de gestion de la neige 

comme solution pour contrôler l’intensité et les taux de fonte de la neige lors de la crue 

printanière. Ces piles sont conçues pour contrôler le taux de fonte et ainsi réduire les débits 

de pointe des eaux de fonte. En gérant le moment et le volume d’eau entrant dans les 

installations de stockage des résidus, les piles de gestion de la neige peuvent aider à 

maintenir l’intégrité des infrstructures ges gestion des rejets minier et à atténuer les risques 

géotechniques et environnementaux qui y sont associés 

L’objectif principal de cette recherche est d’évaluer l’efficacité des piles de gestion de la 

neige à contrôler la fonte de la neige sur les parcs à résidus miniers. Plus précisément, 

l’étude vise à évaluer comment les piles de gestion de la neige peuvent contrôler les taux 

de fonte de la neige, réduire les pics de débit de fonte et prolonger le temps de fonte. Pour 

ce faire, six piles de gestion de la neige ont été construites à l’échelle pilote sur deux sites 

miniers sur une période de deux ans. Les méthodes utilisées ont évaluer la capacité 

d’équipements civils conventionnels et d’équipement spécialisés à construire des piles de 

gestion de la neige de manière optimale. Les piles de gestion de la neige ont été conçues 

avec des profils cubiques, coniques et en crête. La fonte des piles de gestion de la neige a 

été suivie par des mesured de changements de volume, hauteur et d’empreinte à l’aide de 
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techniques de photogrammétrie et de relevés LiDAR. Des mesures de densité de la neige 

ont également été obtenues par échantillonnage de carottes de neige à différents intervalles. 

Les résultats ont indiqué que les piles de gestion de la neige permettent d’augmenter la 

durée de la fonte de la neige en prolongeant le processus d’environ quatre à six semaines. 

Le volume et la hauteur des piles de gestion de la neige se sont révélés être des facteurs 

critiques influençant leur capacité à réguler la fonte des neiges.  

Un modèle numérique simplifié décrivant la fonte des piles de gestion de la neige a été 

développé. Les résultats ont montré que la prédiction du comportement en fonte avait une 

erreur moyenne de 6,75 % par rapport aux mesures de terrain, tandis l’erreur de la 

prédiction de la durée totale de la période de fonte des piles de gestion de la neige était 

inférieur à 4 %. Sur la base de ces résultats de modélisation, des graphiques de prédiction 

de la fonte des piles de gestion de la neige ont été développés, prenant en compte les 

dimensions, la forme et le coût de construction des piles de neige. Des équations décrivant 

la performance anticipée de piles de gestion de la neige en fonction de la hauteur ou du 

volume des piles de gestion de la neige ont été développées basées sur les résultats de 35 

configurations de piles modélisées.  Il a été constaté que les piles de gestion de la neige en 

forme de cône sont très sensibles aux changements de température, tandis que les piles de 

gestion de la neige en forme de crête sont moins sensibles et présentent des performances 

plus stables sous différentes sollicitations climatiques. Ces graphiques pourraient être 

utilisés pour concevoir des piles de gestion de la neige et réduire les risques géotechniques 

des parcs à résidus miniers durant la fonte printanière. 

L’étude a conclu que les piles de gestion de la neige peuvent aider à atténuer les risques 

environnementaux et géotechniques associés à la fonte rapide des neiges, réduisant 

potentiellement le besoin d’installations de stockage et de traitement supplémentaires lors 

d’événements extrêmes. Cela est particulièrement important dans le contexte des 

changements climatiques, où la prévision des futurs schémas météorologiques devient de 

plus en plus difficile. En abordant ces aspects, l’étude améliore la compréhension des 

dynamiques de fonte des neiges et fournit des solutions pratiques pour améliorer la 

résilience des infrastructures minières dans un contexte des changements climatiques. 
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ABSTRACT 

Water management is among the mains challenges facing the mining industry, particularly 

in the spring when the snow melts. A significant amount of the annual water inventory can 

be stored as snow on the surface of tailings storage facilities. As a result, a significant part 

of the water balance is released over a relatively short period, known as spring freshet. The 

duration and intensity of spring freshet can vary from year to year, but typically represent 

significant water management challenges for tailings storage facilities. The large quantity 

of water to be managed means that water management and treatment infrastructures, as 

well as tailings storage facilities, are highly sollicitated during this period. In a context of 

climate change, where variability and extremes of most water balance variables are on the 

rise, springrunoff represent a growing risk to the stability of water management and tailings 

storage facilities. This study explores the use of snow management piles as a solution for 

controlling snowmelt intensity and rates during spring freshet. Snow management piles are 

designed to control meltwater release rates and thus reduce peak meltwater flows and 

prolong runoff. By managing the timing and volume of water to be managed on tailings 

storage facilities, snow management piles can help maintain the integrity of mine waste 

management infrastructures and mitigate associated geotechnical and environmental risks. 

The primary objective of this research was to evaluate the effectiveness of snow 

management piles in controling spring runoff on tailings storage facilities. Specifically, the 

study aims to assess how snow management piles can control snowmelt rates, reduce peak 

meltwater flows, and extend spring runoff. To achieve this, six pilot-scale snow 

management piles were constructed at mine sites over a two-year period. The ability of 

conventional civil equipment as well as specialized equipment to construct snow 

management piles was also investigated. The snow management piles wer designed with 

cubic, conical, and ridge-shaped configurations. Snow melt was monitored for changes in 

volume, height, and footprint using LiDAR and Structure-from-Motion (SfM) 

photogrammetry techniques. Snow density measurements were also obtained through core 

sampling at different intervals. 

The results indicated that snow management piles effectively increased the duration of 

snowmelt, prolonging the process by approximately four to six weeks. The volume and 



viii 
 
height of snow management piles emerged as critical factors influencing their ability to 

regulate snowmelt. Simplified phase change numerical modeling was done to represent 

field observations. The results showed that the prediction of the snowmelt process had an 

average error of 6.75% with respect to in situ results, while the error for predicting the 

entire length of the snow melting period was less than 4%. Based on these modeling results, 

snowmelt prediction charts were developed, considering the dimensions, shape, and cost 

of snow pile construction. Equations were developed to predict the melting behaviour of 

snow management piles configurations based on air temperature.  To do so, the snowmelt 

of 35 piles configurations was modeled. It was found that cone-shaped snow management 

piles are highly sensitive to temperature changes, while ridge-shaped snow management 

piles are less sensitive and exhibit consistent performance across different temperature 

settings. This study concludes that snow management piles can help mitigate 

environmental and geotechnical risks associated with rapid snowmelts. This is particularly 

important in the context of climate change, where predicting future weather patterns is 

becoming increasingly challenging. By addressing these aspects, the study enhances the 

understanding of snow melting dynamics and provides practical solutions for improving 

the resilience of mine storage structures in the context of climate change. 
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CHAPTER 1  INTRODUCTION 

The methods employed to extract valuable minerals from ore generate substantial volumes 

of solid and liquid waste, such as mine tailings, throughout the mining of mineral deposits 

(Bussiere and Guitonny, 2020). Tailings are typically stored at the surface in large areas 

designated as tailings storage facilities (TSFs). Despite advancements in TSF design (e.g., 

Azam and Li, 2010; Caldwell, 2017), geotechnical instability and TSF failures still occur. 

Although the causes of these failures vary, inadequate water management often plays a 

significant role (Strachan and Goodwin, 2015). Therefore, careful planning and effective 

implementation of water management infrastructure are crucial to TSF safety, from 

construction to reclamation (Kuyucak, 2021). This includes integrating measures for 

controlling surface water flows and managing water levels into the design and operation of 

water management practices, storage, and treatment facilities (Environment Canada, 

2009). 

Regular assessment and maintenance of tailings dams are important for long-term 

performance. Water balances for tailings dams should be developed and updated often as 

the centerpiece of these efforts. To minimize the risk of catastrophic failure in a TSF, it is 

crucial to reduce the water content. This includes supernatant water released from the slurry 

and held in the tailing’s basin, pore water within the tailings' interstices, and water from 

rainfall and surface runoff (East and Fernandez, 2021). Quantifying and contrasting all 

water inflows and outflows is necessary to build a water balance for a specific tailings dam 

(Figure 1.1). Precipitation, infiltration, evaporation, seepage, groundwater flow, and 

potential flood events are variables that need to be quantified (Geris et al., 2022).  

1.1 Water balance on TSFs 

The surface area of TSFs can vary significantly depending on the size of the mining 

operation and the number of tailings produced. The surface area of TSFs can range from a 

few hectares to several square kilometers (Williams, 2016). For example, smaller TSFs 

might cover around 10-20 hectares, while larger TSFs can extend over several hundred 

hectares. Some of the largest TSFs in the world can even exceed 1,000 hectares (Williams, 

2016). In cold regions, where seasonal freezing and thawing occurs, snow is critical to 
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many hydrological processes, including water supply, erosion, and flood control (Gray and 

Male 1981; Walter et al., 2005). In these regions, there are generally two periods of high-

water flows: the spring runoff and the significant fall precipitation (Boulanger-Martel et 

al., 2022). During winter, substantial snow accumulates on the surface of TSFs, 

contributing notably to the annual water inventory such as reservoir storage, and 

groundwater recharge. As a result, TSFs frequently have the highest annual flow rates 

during spring snowmelt, which puts potentially excessive demands on the water 

management infrastructure and puts tailings dams, flumes, and treatment capacity at risk 

(Boulanger-Martel et al., 2022). 

To effectively manage precipitation, infiltration, evaporation, seepage, ground water flow, 

and potential flood events in tailings dams, several strategies can be employed 

(Kiedrzyńska et al., 2015). Implementing diversion channels and drainage systems helps 

manage rainfall, while covering the tailings surface with impermeable materials reduces 

infiltration. Enhancing evaporation can be achieved by increasing the surface area of water 

exposed to air, such as through shallow ponds or spraying techniques (Hu et al., 2024). 

Seepage can be controlled by installing collection systems like drains and wells and 

monitoring seepage rates and water quality. Groundwater flow can be managed using 

interception wells and cutoff walls, with regular monitoring to assess effectiveness. 

Designing the tailings dam to withstand extreme weather events, including constructing 

spillways and overflow channels, is crucial for managing potential flood events. Figure 1.1 

shows the main elements of water balance of a tailings dam. 

 

Figure 1.1 Elements of the water balance of a tailings dam. 
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The management of water resources and the assessment of the risk of spring snowmelt 

flooding depends on accurate snowfall and melt forecasting. A comprehensive water 

balance management system includes all waters and water cycles on a mine site, as well as 

those affected by the mine site, interconnected as building blocks (Figure 1.2). Generally, 

mine-site water cycles can be categorized into two main types (Punkkinen et al., 2016): 

 Natural waters encompass groundwater, surface water, rainfall, snowfall, and 

evaporation, collectively referred to as clean waters. Mine dewatering waters, 

primarily groundwater, often require treatment due to potential salinity, high 

concentrations of metals and metalloids, and significant levels of nitrogen 

compounds. 

 Tailings, dams, ponds, and seepage waters, which include wastewaters and used 

waters that may require treatment, along with the associated treatment facilities. 

 

Figure 1.2 Examples of various mine water sources and streams (from Punkkinen et al., 
2016). 

Temperature, snow conditions, water system freezing, rapid melting periods, and ice depth 

are closely linked to mines' water balances (Punkkinen et al., 2016). Temporal variations 
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in precipitation, melting periods, and cold temperatures can complicate mining operations 

(Punkkinen et al., 2016). In cold climates, freezing condition can make water resources 

unusable for mining and processing operations. Additionally, seasonal changes can impact 

the water balance and should be considered (Department of Water Affairs and Forestry 

2006b). Thus ensuring the long-term sustainability of mining processes necessitates 

responsible mine water management. This is currently one of the most critical challenges 

of the mining industry. Authorities worldwide are also striving to enhance the effectiveness 

of existing management practices.  

In the mining industry, water balance and water management are crucial but distinct. The 

water balance involves accounting for all water inflows and outflows within a mining site 

over a specific period, including precipitation, evaporation, infiltration, and runoff (Kunz, 

2016). This helps assess water availability and predict shortages or surpluses (Kunz, 2016). 

Water management, on the other hand, involves the strategic planning, development, 

distribution, and regulation of water resources to meet operational needs like ore 

processing, dust suppression, and environmental protection (Kunz, 2016). It aims for 

sustainable and efficient water use, addressing issues like scarcity and quality. Practices 

include water recycling, treatment of contaminated water, infrastructure development, 

policy-making, and stakeholder engagement (Kunz, 2016). While water balance helps 

understand water dynamics, water management encompasses broader strategies to utilize 

and protect water resources effectively (Kunz, 2016). 

1.2 Impact of climate change on the components of the water balance 

The global climate is undergoing changes. Since the start of the century, global 

temperatures have increased by approximately 0.5°C, with some regions in Canada (e.g., 

British Columbia) experiencing up to a 1°C rise (Pollock, 2009). A notable rise in the 

average annual air temperature from 1900 to 2010 is observed across the East Coast region 

(Savard et al., 2016). The data indicate a general warming trend with significant year-to-

year and decade-to-decade variability (Savard et al., 2016). Over the 110-year period, the 

East Coast region experienced an average temperature increase of 0.90 ±0.37°C (Savard et 

al., 2016). Stations along the Atlantic Ocean saw a rise of 0.75 ±0.34°C, while those along 

the Gulf of St. Lawrence coast experienced a warming of 1.12 ±0.43°C. Other research 



5 
 
(Galbraith and Larouche, 2013) also highlights an increasing temperature change from the 

southeast to the northwest across the region. These temperature increases are comparable 

to or exceed the global average warming during the same period (e.g., IPCC, 2013). 

If atmospheric greenhouse gas concentrations continue to rise unchecked, we can expect 

more rapid climate change in the coming generations. This increase, driven by a growing 

global population consuming vast amounts of energy and altering natural carbon cycles, 

traps heat in the atmosphere, leading to climate change. Canada will not be exempt from 

these changes, which are anticipated to result in a warming rate unprecedented in the last 

10,000 years. Flooding has been the most prevalent disaster in the East Coast region, 

followed by hurricanes and winter storms (Public Safety Canada, 2014). The region is 

expected to face increasing catastrophic losses due to rising water levels and weather 

events, such as more frequent rain-on-snow flooding and winter thaws, which are likely to 

impact ice-jam flooding and river/estuarine drainage (Savard et al., 2016). These changes, 

combined with current development pressures and practices, could lead to greater damage 

to infrastructure and services (e.g., PIEVC, 2008), including mining infrastructures.  

Snow cover plays a crucial role in the meteorological system, being highly responsive to 

shifts in climate and ecological conditions. It serves as a vital source of water for glacier 

runoff, particularly in arid regions (Immerzeel et al., 2010). Among various environmental 

factors, snow cover is the most reactive to intricate climate changes (Zhang, 2005). 

In addition to its role in hydrology, the snow cover significantly influences local and global 

weather patterns. It affects albedo, which is the reflection of solar radiation, thereby 

impacting temperature regulation. Changes in snow cover can also alter the timing and 

volume of water availability, affecting agriculture, water resources, and ecosystems 

(Robinson et Frei, 2000). Understanding and monitoring snow cover is essential for 

predicting and mitigating the impacts of climate change (Che et al., 2008; Takala et al., 

2011). 

1.3 Mine water management methods 

There are several methods that can be used to manage water in TSFs (Cacciuttolo et al., 

2023). One method involves using flumes, which are engineered structures designed to 
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measure and control water flow (Cacciuttolo et al., 2023). Flumes ensure accurate 

monitoring and help prevent erosion by handling peak flow conditions (Vanani and Ostad-

Ali-Askari, 2022). By accurately measuring water flow, flumes help maintain the water 

balance within the TSF, detecting any changes in flow rates early, which is crucial for 

preventing erosion and managing sediment transport effectively (Cacciuttolo et al., 2023). 

Another method is the use of ditches, which are essential for drainage within TSFs 

(Cacciuttolo and Tabra, 2015). Ditches are designed to collect and divert surface water 

away from the tailings area, reducing the risk of water accumulation and erosion 

(Cacciuttolo and Tabra, 2015). The slope and gradient of the ditches are calculated to 

ensure efficient water flow without causing erosion. To maintain their structural integrity, 

ditches may be lined with materials like riprap or geotextiles, which help reduce erosion 

and ensure the ditches remain effective over time (Cacciuttolo and Tabra, 2015). 

Spillways are also critical for managing water in TSFs (Cacciuttolo and Tabra, 2015). They 

are designed to safely discharge excess water, particularly during heavy rainfall or storm 

events. The capacity of spillways must be sufficient to handle the maximum expected flow, 

including extreme weather conditions (Cacciuttolo and Tabra, 2015). To prevent 

downstream erosion, spillways often include features like stilling basins or stepped chutes 

that dissipate the energy of the flowing water. This controlled release reduces the risk of 

structural failure and environmental damage (Cacciuttolo and Tabra, 2015). 

The design of these components involves careful consideration of factors such as flow 

rates, material durability, slope gradients, and capacity to handle extreme weather events. 

Effective water management in TSFs combines these structures to ensure safe and efficient 

water handling, thereby enhancing the facility’s stability and environmental safety 

(Trevelyan, 2021). 

During high flow periods, mining operations can implement practices to manage water 

effectively and prevent flooding, erosion, and contamination. Diversion channels and 

ditches are used to redirect surface water away from storage areas, thus reducing the risk 

of water accumulation. Retention ponds capture and store excess water, allowing for 

controlled release and sediment settling (Spitz and Trudinger, 2019). Pumping systems are 

deployed to remove excess water, often automated to respond to rising levels (Cacciuttolo 
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and Marinovic, 2022). Integrated Drainage Systems (IDS) combine pumps, valves, 

monitoring devices, and drainage pipes to control water flow comprehensively (Anderson 

and Tinkler, 2021). Water treatment facilities ensure that discharged water meets 

regulatory standards by removing contaminants (Punkkinen et al., 2016, Hermassi et al., 

2016). Advanced monitoring and early warning systems track water levels and flow rates 

in real-time, providing early alerts to enable proactive measures. These combined practices 

ensure operational stability and minimize environmental impact during high flow periods 

(Punkkinen et al., 2016). 

1.4 Challenges in mine water management  

Managing water in mining operations during periods of snowmelt and precipitation 

presents several challenges and unknowns, particularly in the context of climate change. 

For example, certain conditions such as a large snowpack combined with a warm and rainy 

spring could be critical to the performance and integrity of mine water management 

infrastructures. 

Climate change is causing shifts in snowfall patterns and melting rates, making it difficult 

to predict when and how much snow will melt. This unpredictability can lead to sudden 

and unexpected increases in water flow, which can overwhelm existing water management 

systems (Ryberg, 2024). 

Variability in precipitation is another significant challenge (Tang et al., 2024). Climate 

change is expected to increase the frequency and intensity of extreme weather events, 

including heavy rainfall (Trottier et al., 2023). This can result in rapid water accumulation 

and potential flooding, which can be difficult to manage without robust infrastructure 

(Trottier et al., 2023). Additionally, the seasonal distribution of precipitation is changing, 

with some regions experiencing more intense wet seasons and prolonged dry periods 

(Bulovic et al., 2024). This variability complicates the planning and management of water 

resources. 

Temperature fluctuations also play a critical role. Warmer temperatures can lead to earlier 

snowmelt, which may not coincide with the peak water demand periods (Shockley, 2021). 

This mismatch can create challenges in storing and utilizing the available water efficiently. 
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Furthermore, higher temperatures can increase evaporation rates, reducing the overall 

availability of water for mining operations (Shockley, 2021). The interaction between 

groundwater and surface water during snowmelt and heavy precipitation events is another 

area of uncertainty (Shockley, 2021). Understanding how these interactions affect water 

availability and quality requires extensive monitoring and modeling, which can be complex 

and resource intensive (Shockley, 2021). 

Lastly, long-term climate projections are inherently uncertain (Clemente and Huntsman, 

2019). While models can provide general trends, the specific impacts on local water 

resources can be difficult to predict accurately (Clemente and Huntsman, 2019). This 

uncertainty makes it challenging to design and implement effective water management 

strategies that are resilient to future climate conditions (Clemente and Huntsman, 2019). 

Addressing these challenges requires adaptive management strategies, advanced 

monitoring technologies, and flexible infrastructure that can respond to changing 

conditions. 

1.5 Snow management practices to help control spring runoff 

The above information indicated that it is vital for mining operators to control water flows 

better to minimize the geotechnical and environmental risks associated with snowmelt. In 

some cases, mine water management systems can struggle to effectively deal with the 

volume of water generated during snowmelt on TSFs. Therefore, gaining control over 

spring water flows is particularly relevant in climate change, where accurately predicting 

climatic conditions is difficult. In this context, snow management practices such as snow 

management piles (SMPs) could contribute to the control of snowmelt and significantly 

decrease peak flows, providing enhanced control over mine water management and 

treatment during this critical time (Boulanger-Martel et al., 2022). 

These piles could play a crucial role in regulating the water generated from melting snow 

and ice, thereby mitigating geotechnical risks. SMPs work by strategically storing snow in 

designated areas, allowing for a controlled and gradual release of meltwater. This method 

could help to prevent sudden and important influxes of water into TSFs water management 

and treatment systems, thus reducing the main risks associated with spring runoff. 

Additionally, incorporating snow management piles into the overall mine water 
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management strategy requires careful planning and coordination. It involves assessing the 

specific climatic conditions, snow accumulation patterns, and the hydrological 

characteristics of the mine site.  

By reshaping the snow that naturally builds up at the TSFs' surface, these structures are 

created. SMP construction remolds and densifies snow in a way that maximizes the storage 

of the winter water inventory as a snow pile. Therefore, the use of SMPs for snow and 

meltwater management in TSFs could aid in extending the duration of spring runoff, 

reducing melting rates, and lowering maximum meltwater flows (Boulanger-Martel, 2022).  

Figure 1.3 shows that many factors can affect the physical structure and properties of the 

snow. Snow grooming increases the density of snow due to compaction and yields to snow 

metamorphism. Such changes will modify the snow thermal properties, and most 

importantly the amount of latent heat that is contained within a given volume. As a result 

of the sun's radiation to the earth's surface, some of the snow melts on the surface of the 

block and flows to the lower layers. This will decrease the density at the surface of the 

layer and increase the density at the bottom of the snow block (due to the freezing of the 

runoff). Also, some amount of the snow mass evaporates due to the sun's radiation. The 

wind can change the surface of the snow block. Other factors that can change the heat 

transfer in snow are freezing rain and the falling of snow on the surface of the earth. Non-

atmospheric factors such as the ground thermal regime can affect the temperature of the 

interface between the snow and the ground and affect snowmelt.  
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Figure 1.3 The SAFRAN-SURFEX/ISBA-Crocus scheme including grooming and 
snowmaking effects on snowpack physics, (adapted from Vionnet et al., 2012). 

1.6 Research objectives 

Preliminary field trials have demonstrated the efficacy and feasibility of engineered SMPs 

as a tool for proactively managing the winter water inventory of TSFs (Boulanger-Martel 

et al., 2022). However, more work needs to be done to further optimize the configuration 

and construction of snow management piles. As such, the main objective of this research 

project is to optimize the configuration and construction of SMPs to better control spring 

runoff on TSFs using pilot-scale field tests and numerical modeling. This study is 

structured around four specific objectives (SOs): 

 SO1: Assess the performance of snow management piles constructed with 

conventional civil equipment and specialized groom equipment; 

 SO2: Develop a simplified numerical model able to represent the observed SMPs’ 

snowmelt-behaviour; 

 SO3: Use the obtained field and numerical results to optimize the design and 

operation of SMPs within a spring runoff water management scheme on TSFs; 

By achieving these specific objectives, this study is to investigate how different 

configurations of SMPs can control snowmelt and assess the main parameters affecting 
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their performance. Guideline for implementing SMPs in mining operations are also 

provided. Ultimately, the project aims to enhance the stability and safety of tailings storage 

facilities, contributing to the overall sustainability and efficiency of mining operations. 

Using these results, this study aims to identify technically and cost-effective pile 

configuration for controlling snowmelt. Numerical modelling is used to better understand 

the parameters of influence and widen the application of the results. 

1.7 Organization of the dissertation 

This dissertation is organized into six comprehensive chapters, each addressing a specific 

aspect of the research: 

- Chapter 1: Introduction 

This chapter sets the stage for the dissertation by introducing the research context, 

outlining the central problem, and stating the primary objectives of the project. It 

provides a foundational understanding of the study’s significance and scope. 

- Chapter 2: Literature Review 

The second chapter offers an in-depth review of existing literature related to snow 

structure, its physical properties, and the numerical modeling of snow behavior. 

This chapter synthesizes current knowledge and identifies gaps that this research 

aims to fill. 

- Chapter 3: Materials and methods  

This chapter outlines the key materials and methods used in pilot-scale field tests, 

detailing the fieldwork conducted at mine sites in 2022 and 2023. Although the 

author did not take part in data collection in 2022, data have been utilized for in this 

study. Additionally, the chapter discusses the numerical modeling method. 

- Chapter 4: Field results and Numerical Modeling  

This chapter present the field results and explores the concept of numerical 

modeling and its validation. It addresses SO1 and SO2, examining the melting of 

snow piles in 2022 and 2023. 

- Chapter 5: General Discussion  

This chapter offers a comprehensive discussion that contextualizes the results 

obtained from the research. It explores the practical charts and snow pile structures, 
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providing insights into their potential uses and benefits. This chapter addresses 

SO3. 

- Chapter 6: Conclusion and Recommendations  

The final chapter summarizes the key findings of the dissertation and presents the 

main conclusions. It also offers recommendations for future research and practical 

applications, highlighting the contributions of this study to the field. 
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CHAPTER 2 LITERATURE REVIEW 

This chapter embarks on a comprehensive journey into the intricate world of snow, starting 

with a detailed exploration of its structural characteristics. It then transitions into an in-

depth analysis of the various types of snow and into the fundamental physical properties 

of snow.  

In addition, the chapter delves into the mechanisms of heat transfer within snow and 

discusses the various parameters that significantly influence heat transfer processes. 

This chapter wraps up with an insightful discussion on the numerical modeling of 

snowmelt, as explored in the literature. 

Overall, this chapter provides a holistic view of snow, covering its basic structure and 

types. It delves into the intricate physical properties and dynamic processes that govern 

snow’s behavior in natural environments. Additionally, it reviews previous works on 

snowmelt numerical modeling. 

2.1 Composition and types of snow  

Snow is a multiphase system made up of three phases: solid, liquid, and gas (Figure 2.1). 

A snow cover is subjected to shifting temperature gradients in real-world conditions, and 

it also experiences significant mass flux from snowfalls, melting, etc. Pressure changes in 

different snow layers are also caused by changes in snow cover thickness. Due to these 

ever-changing circumstances, snow is a particularly dynamic substance. Snow is a granular 

material with a microstructure constantly undergoing metamorphism (Rahimi 2016). This 

makes it challenging to examine the phase changes that take place in snow because, in 

addition to the heat and mass transport, geometric issues also need to be considered 

(Domine et al., 2008). Snow's mechanical behavior is greatly influenced by its 

microstructure. The way the snow is packed depends on the size and form of the snowflakes 

(Gururajan, 2015).  
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Figure 2.1 Schematic of a control volume (Rahimi 2016)

A detailed characterization of snow particles is essential to understanding snow settling 

behavior and modeling ground snow accumulation for various purposes, such as preventing 

avalanches and flooding caused by snowmelt (Li et al., 2022). Fierz et al. (2009) provides 

a comprehensive guide on classifying seasonal snow, including snow grain types and 

characteristics. It standardizes symbols for snow properties, offers multilingual terms, and 

includes historical perspectives on snow classification systems. This international standard 

aids consistent communication and data exchange among snow researchers worldwide. 

The nine main classes of grain shape are detailed in Table 2.1.

If different classes of grain shapes are present in a layer, they may be characterised 

individually, putting either symbol or abbreviation code of theminority class in round 

brackets. However, symbols and abbreviations should notbe used together (Fierz et al., 

2009) (ICSSG).

Table 2.2 presents the qualifiers given by the ICSSG for the different average grain sizes. 

Several methods are used to determine the size of snow grains such as stereology, sieving 

and image analysis, the results obtained by each of the methods being however different 

(Riche et al., 2012). Therefore, a grain size analysis is a measurement with a large 

uncertainty (Fierz et al., 2009).
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Table 2.1 Class of grain forms and description of the (ICSSG) (Fierz et al., 2009). 

Code 
ICSSG 

Classes Description 

PP Precipitation Particles (Fresh snow) Grains of snow resulting from a recent precipitation having preserved 
the fine structure of the flakes (new snow) 

MM Machine made snow (Artificial snow) Grains produced mechanically, either by production of droplets 
(spherical particles), or by passage of ice (flat particles) 

DF Decomposing and Fragmented 
precipitation particles (fresh snow in 
transition) 

Grains partially retaining the structure of precipitation particles, but in 
the process of becoming a fine, spherical particle 

RG Rounded Grains (spherical grain 
snow) 

Spherical-grained snow (as a result of structure decomposition by 
sublimation and metamorphism) 

FC Faceted Crystals Crystals formed by an excess of vapor inside the layer of snow which 
solidifies when the temperature change 

DH Depth Hoar (Inner frost inside the 
snow cover) 

Crystals formed by large temperature gradients resulting in excess 
water vapor solidifying within the layer of snow (frost) 

SH Surface Hoar (Surface Frost) Crystals formed on the surface due to the rapid transfer of water vapor 
from the atmosphere to the surface (surface hoar) 

MF Melt Forms 
(Ice pieces) 

Ice particles formed using snow containing a lot of water (which is 
refrozen) or during a freeze-thaw cycle 

IF Ice Formations 
(ice layer) 

Layer of ice formed during the freezing of a layer of water on the 
surface (rain), at the base or inside the layer of snow 
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Table 2.2 ICSSG’s snow grain size classification (Fierz et al., 2009). 

Term Dimensions 
(mm) 
 

Very fine <0.2 

Fine  0.2 to 0.5  

Medium 0.5 to 1.0 

Coarse 1.0 to 2.0  

Very Coarse 2.0 to 5.0 

Extreme >5.0 

 

2.2 Evolution of the snow cover 

According to Fierz et al. (2009), the snow cover area is the geographic extent of the snow 

cover on the land surface and is an important variable in numerous research on hydrology, 

climatology, and ecology. The following aims to present the main mechanisms involved in 

the evolution of a snow cover. 

2.2.1 Accumulation of snow  

Multiple temporal and spatial scales reveal strong variability in snow accumulation. Inter-

annual variability in weather and climate change impact snow melt timing and magnitude 

(Pedersen et al., 2013). Temperature increase reduces snowfall and snow cover duration 

(Bavay et al., 2013) and earlier melt of snow (López-Moreno et al., 2013). The lifespan of 

a snow cover depends on the geographical location and weather conditions (Edwards et al, 

2007). If a snow cover melts after a few days, it is an intermittent snow cover such as snow 

that fell at low altitude or at high altitude but early in the fall or late in the spring (Laternser 

and Schneebeli, 2003). If the snow cover remains all winter due to climatic conditions, it 

represents a seasonal snow cover (Edwards et al, 2007). If the snow cover persists during 

the summer and its thickness increases during the accumulation period, then it is a 

permanent snow cover. 
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During the period of snow accumulation, the energy balance in a snow cover is negative, 

in other words the temperature drops by releasing energy (Anderson, 1976). However, 

during the melting period, the energy balance is positive (Anderson, 1976). In addition, 

sublimation and vaporization can also produce energy mass loss (Mott et al, 2018). In 

Figure 2.2, energy exchange activities over a continuous snow cover (a) and additional 

processes over a patchy snow cover (b) are schematically described. Present for the 

continuous snow cover are turbulent sensible and latent heat fluxes (Qh, Qe), incoming and 

outgoing longwave radiation (QLin, QLout), incoming and reflected shortwave radiation 

(QSin, QSout), and terrain radiation. The snowpack energy balance can be written as 

(Armstrong and Brun, 2008): 

   − 𝑑𝐻

𝑑𝑡
= Q𝑆 + Q𝐿 +  Qℎ + Q𝑒 + Q𝑎 + Q𝐺               (2.1) 

Where − 𝑑𝐻

𝑑𝑡
 is the net change rate of the snowpack internal energy per unit area. Q𝑆 is net 

shortwave radiation (incoming minus reflected shortwave radiation); Q𝐿 is the net 

longwave radiation (downward and upward component of longwave radiation); Qℎ is the 

turbulent flux of sensible heat exchanged at the surface due to the temperature gradient 

between snow surface and atmosphere; Q𝑎  is the flux of energy advected via precipitation 

or blowing snow; Q𝐺  is the ground heat flux due to conduction. 

Additionally, typical profiles of wind, air temperature, and turbulence development over 

snow under stable atmospheric conditions are shown. The boundary layer evolution (air 

temperature, turbulence, and sensible heat fluxes) over snow caused by local heat advection 

from the snow-free area towards the snow-covered area is shown for the scenario of patchy 

snow cover (Mott et al, 2018). The latter two occur during periods of accumulation or 

melting. The mass lost by evaporation is small compared to that caused by sublimation, 

which is why it is often overlooked (Lundberg and Halldin, 1994). This type of snow cover 

is present in the north and gradually turns into a glacier (Singh, 2001). A snow cover has a 

stratified structure because it is deposited gradually and in several layers after each 

precipitation event. Each of the layers has different physical properties depending on the 

meteorological conditions during the precipitation (Mellor, 1964). In other words, the 

snowflake can form differently depending on the temperature and wind speed during its 
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formation in the clouds and after precipitation. For example, the wind compresses the 

snowflake and causes the density of the snowflake to increase. According to the study by 

McKay (1970), the density of fresh snow can then vary between 4 and 340 kg m-3. 

 

Figure 2.2 Energy exchange activities over a continuous snow cover (a) and additional 
processes over a patchy snow cover (b) are schematically described (Mott et al, 2018). 
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The complexity of snow processes across multiple scales is primarily responsible for the 

high variability in snow accumulation and ablation at smaller spatial and temporal scales 

(Clark et al., 2011). For capturing the timing and magnitude of hydrological responses in 

alpine catchments, the final snow cover variability at the end of the snow accumulation 

season is critical (Winstral et al., 2013). When the snow depth is heterogeneous at the 

beginning of a melting period, it produces a higher differential melt rate over time and 

space, faster runoff generation at the beginning of melting, and a longer melting season as 

more snow accumulation areas delay melting (Brauchli et al., 2017). 

The evolution of a snow cover is not often homogeneous, particularly for places where the 

snow cover is thick, where there is wind and rain. For example, the lower part of a snow 

cover is often transformed into ice (depth hoar) due to the heat given off by the ground and 

the overload pressure imposed by its own weight. The presence of heat transferred by the 

ground and the presence of water vapor in the snow initiate a structural change under 

overload pressure, which can increase the density of the snow and change the connection 

between the grains. Morin et al. (2010) studied the evolution of a snow cover located in the 

Argentière glacier (France) and measured the density and temperature (Figure 2.3). Their 

results show that the density is higher in the lower part of the snow cover and lower at the 

surface. However, it is possible to observe an equivalent density value between 250 and 

350 [kg m-3] for this snow cover. 

 

Figure 2.3 Stratification, density and temperature determined in situ on January 15, 2009 
(left) and February 18, 2009 (right). (Morin et al. 2010) 
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Mass and energy fluxes between the snow cover and the overlying atmosphere drive spatial 

variability of snow at catchment and smaller scales. Pre- and post-depositional snow 

transport processes are determined by the interaction between the wind field, snowfall, and 

snow surface. Through sensible and latent heat exchange as well as blowing snow 

sublimation, the wind further plays an important role in the mass and energy balance of the 

snow cover. Furthermore, complex boundary layer flows over heterogeneous land-covers 

in spring strongly affect snow melt patterns (Mott et al., 2017). 

2.2.2 Snow metamorphism 

When snow is deposited on a surface and is immobile at the macroscopic scale, we are 

interested in phenomena occurring at the microscopic scale. Snow supports its own weight, 

which leads to densification, as well as a change in skeletal structure due to the presence 

of water vapor and a high thermal gradient between the ground and the snow surface. Under 

these conditions, the connection between snow crystals becomes different from that of 

fresh snow. Water vapor pressure gradients induce sublimation and/or condensation of 

snow crystals. This results in physical transformations of the snow crystals: the size, shape 

and arrangement evolve and modify the physical properties of the snow. These phenomena 

are known as snow metamorphism. Four mechanisms are responsible for this process: (1) 

destructive metamorphism, (2) constructive metamorphism, (3) melt metamorphism, and 

(4) pressure metamorphism (Alford, 1974). 

Domine et al. (2003) and Legagneux et al. (2003) conducted several tests on snow samples 

stored in a cold room under isothermal conditions. They observed the morphological 

changes in these samples by scanning electron microscopy (SEM). Their results reveal that 

the structure of the snow has a visible tendency to round and is gradually evolving towards 

a larger and larger structure, not to mention that the connections between the grains have 

become larger and larger.  

Metamorphism has consequences on the physical properties of the snow cover. Density 

tends to increase under overload pressure and due to thermodynamic grain transformations 

(Dibb and Fahnestock 2004). However, relating transfer properties to metamorphism is 

complex, as its evolution is a function of time and is related to several factors that are 
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difficult to estimate. This is why transfer properties have often been established as a 

function of density, despite the decrease in the quality of the estimate. 

2.2.3 Snowmelt 

Determining snow melt is crucial for various purposes, including seasonal volume 

estimation, stream flow predictions, designing flood control structures, and more. 

Snowmelt's thermodynamics are well known and have been extensively discussed in 

several publications. The early descriptions by (Clyde, 1931), (Light, 1941), and (Wilson, 

1941) are among the lists. The U.S. Army Corps of Engineers' (COE, 1956) study, which 

is still frequently mentioned and recognized as a seminal work about snowmelt dynamics. 

The most important single indicator of melting conditions is air temperature. It is common 

to express snow-melt rates as functions of air temperature expressed in degree-days above 

freezing. But expressing snow-melt rates as a function of degree-days implies that other 

impacts are either insignificant, constant, or are straightforward temperature functions 

(Wilson, 1941). 

The wind speed, latent heat released by moisture condensation on the cold snow surface, 

and the net effect of incoming and outgoing radiation are a few of these factors. A radiation-

related example of a minimal effect is when, with a lot of cloud cover, the incoming and 

outgoing radiation may balance. The existence of relatively uniform wind speed over a 

certain basin at a given time is an illustration of a constant effect. As a result, the turbulent 

exchange produces little variation other than with changes in temperature and humidity. 

The air temperature reflects the overall impact of both incoming and outgoing radiation, 

and under some circumstances, the radiation effect can be represented as a straightforward 

function of air temperature (Wilson, 1941).  

In a flat, prairie-like landscape, an ideal snowfall might have the same initial depth and 

melt rate everywhere (Figure 2.4.a). Any real-world landscape has hollows and stream 

valleys that tend to hold onto snow better than other places. Since the thinnest sections of 

the snowpack melt off first and the deepest parts last, even a spatially equal rate of melting 

will result in a gradual decrease in the snow-covered area (SCA) rather than a dramatic 

disappearance (Figure 2.4.b). Because the initial snowpack tends to be deeper at higher 

elevations and the heat supply for melting tends to be lower, snow persists for a long period 
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in the higher sections of mountain basins, where snow cover depletion is even more gradual 

(Figure 2.4.c). 

 

Figure 2.4 Relationship between temporal decline in a snow-covered area (lower 
diagrams) and spatial heterogeneity in snow depth and melt rate (upper diagrams) 

(Rahimi 2016). 

Snowmelt is often conceptualized as an energy balance problem which can be expressed 

as follow (Van Mullem et al., 2004): 

∆𝑆 =  𝑆𝑛𝑒𝑡,𝑠𝑜𝑙 + 𝑆𝑛𝑒𝑡,𝑙𝑤 + 𝑠𝑠𝑒𝑛 + 𝑆𝑙 + 𝑆𝑔 + 𝑄𝑝       (2.2) 

Where Snet,sol (W m-2) is the net solar radiation, Snet,lw is the net thermal radiation              

(W m-2), ssen is the sensible heat transfer from air (W m-2), Sl is the latent heat of 

vaporization from condensation or evaporation per sublimation (J kg-1), Sg is the conducted 

heat from underlying ground (W m-2), and Qp is the advected heat from precipitation         

(W m-2). Table 2.3 summarizes each of the terms in the energy balance equation and their 

relative importance. 
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Table 2.3 Relative importance of energy balance terms, Van Mullem et al., (2004) 

Term % ∆𝐇 comments 

Hrs, Hrt 60-90 % Controlled by terrain, season, cloud cover, 
shading, air temperature, humidity. Hrs and Hrt 
are generally of about the same magnitude, but 
different sign. Hrt is usually negative and 
dominates in winter. Hrs is positive and 
dominates in spring. During a crossover period 
in early spring before the onset of melt, Hrs and 
Hrt cancel each other, and the net is near zero. 

Hs, Hl 5-40 % Controlled by temperature and humidity 
gradients and wind speed. Hs and Hl are usually 
of opposite sign, so they tend to cancel. That is, 
it is usually either warm (Hs +) and dry (Hl -) or 
cold (Hs -) and humid (Hl +). Sometimes Hs and 
Hl are of the same sign, but the magnitude is 
small (e.g., cold and dry). Occasionally both are 
positive and large (i.e., warm and humid), 
usually during high winds, such as during rain-
on-snow events. 

Hg 2-5 % Usually small because the temperature of the 
ground is generally about the same as the 
temperature of the snow. During melt, both 
ground and snow are at 0 °C, so Hg= 0. 

Hp 0-1 % Heat content of precipitation is relatively small 
compared to latent heat required to melt snow, 
unless precipitation volume is very large and 
precipitation temperature is significantly greater 
than 0 °C. 

 

2.3 Key physical attributes of snow 

Among the key physical characteristics of snow, the density, porosity, snow-water 

equivalent, and specific surface area (SSA) area will be described further in this document. 

These are the mains physical properties relevant to snowmelt analyses. 

2.3.1 Density 

When it comes to mass transport and heat transfer, the mass and volume characteristics of 

a porous material is a crucial factor (Meinicke et al., 2020). A layer of snow has a density 
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between that of air, which is approximately 1.204 kg m-3 at 101.325 KPa and 20°C (Cavcar, 

2000), and that of ice, which is 918.9 kg m-3 at -10°C (Ghormley and Hochanadel, 1971). 

On a spatial scale of the order of a centimeter, the medium is continuous, and its apparent 

density (ρ0) is usually expressed as a function of the mass of snow per unit volume (Morris, 

1987; Morland et al., 1990). The volume fraction Ɵk [-] and the density ρk [kg m-3] are 

directly related to the apparent density: 

𝜌0 = ∑Ɵ𝐾𝜌𝐾              (2.3) 

Where k can be a, w, and i for air, water, and ice respectively. The sum of its volumetric 

fractions for all components equals one, where: 

             ∑Ɵ𝐾 = 1                      (2.4) 

Snow density is defined as the weighted average of the density of each of the components. 

As the mass of the gaseous components is less than 1% of the total mass, the snow density 

can be defined as follows (Morland et al., 1990): 

          𝜌𝑠 = Ɵ𝑖𝜌𝑖 + Ɵ𝑤𝜌𝑤           (2.5) 

Where ρs is the density of snow, ρi is the density of ice (918.9 kg m-3), ρw is the density of 

water (1000 kg m-3), Ɵi and Ɵw are the volumetric ice, and water contents, respectively.  

Snow density is often required in snow hydrology (Pulliainen and Hallikainen, 2001) and 

climatology (Derksen and Brown, 2012). Density is related to snow mechanical parameters 

(Schneebeli and Johnson, 1998; Wang and Baker, 2013), and vertical density fluctuations 

affect snowpack stability (Schweizer et al., 2011). Most of all, it describes the amount of 

water contained within it, which is very important in any hydrological application. Table 

2.4 provides typical density values for different types of snow (Glen, 1997). 
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Table 2.4 Typical snow density values for different types of snow (Glen, 1997). 

Type of Snow ρs (kg m-3) 

New snow (immediately after falling)  50-70 

Damp new snow  100-200 

Settled snow  200-300 

Depth hoar  100-300 

Wind packed snow  350-400 

Firn 400-830 

Very wet snow and firn  700-800 

Glacier ice 830-917 

Pure ice 917 

 

2.3.2 Porosity 

Snow can also be characterized by its porosity (n), which is the volume ratio of all voids 

(pores) to the total volume. When considering dry snow, it is appropriate to describe in 

terms of porosity because there is only a solid phase present (Ignoring the amount of 

unfrozen water, which can be large for temperatures near 0°C.) (Dozier et al, 1987): 

𝑛𝑠 = 1 −
𝜌𝑠

𝜌𝑖
                    (2.6) 

Equation 2.6 connects the ice mass per unit sample volume plus the liquid mass per unit 

sample volume to the snow density. Therefore, using known values for SW (liquid water 

saturation) and n, it is also possible to directly compute the snow density (Colbeck, 1978); 

𝜌𝑠 = 𝜌𝑖(1 − 𝑛) + 𝜌𝑤𝑛 𝑆𝑤         (2.7) 

The literature provides measured values of porosity for different types of snow, some of 

which are summarized in Table 2.5.  
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Table 2.5 Porosity for different types of snow (Clifton et al, 2008) 

Type of snow Porosity (%) Refrence 

New snow, wind blown 83–85 Sommerfeld and Rocchio, (1993) 

Wind-packed snow 77 Albert et al., (2000) 

Melt-freeze surface 63 Albert and Perron, (2000) 

Melt-freeze crystals 62 Albert and Perron, (2000) 

 

2.3.3 Snow water equivalent  

The snow water equivalent (SWE) is another important parameter, especially used in 

watershed management (Langlois et al., 2009). The SWE essentially represents the amount 

of water contained in the snowpack. It is an important parameter in hydrology to calculate 

the amount of water entering a basin at the end of winter (Langlois et al., 2009). 

              𝑆𝑊𝐸 =
𝜌𝑠

𝜌𝑤
𝐻𝑠           (2.8) 

where Hs is the snow depth. 

2.4 Mechanisms of heat transfer in a snow cover 

Heat transfer in snow arises mainly from four processes (Bishop et al., 2011): (1) 

conduction through the network of interconnected ice crystals, (2) conduction through 

interstitial air, (3) latent heat transfers due to sublimation-condensation cycles resulting 

from metamorphism, and (4) airflow within the snow, either in the form of convection 

caused by high-temperature gradients or advection caused by wind blowing over a rough 

snow surface. Airflow is typically less significant, latent heat transfer plays a major role 

only in depth hoar, and the thermal conductivity of ice (λice = 2.3 W m-1 K-1 at -10°C) is 

much higher than that of air (λair = 0.023 W m-1 K-1 at -10°C) (Bishop et al., 2011). 

Consequently, the primary heat flow in snow mainly occurs through conduction within the 

interconnected network of snow crystals, resulting in wind packs having considerably 

higher thermal conductivity than depth hoar (Bishop et al., 2011). This section presents an 

analysis of snow's thermal properties and their implications for snowpack stability and 
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snowmelt. Understanding the dominant heat transfer mechanisms makes it possible to 

better predict snowmelt rates.

2.4.1 Conduction

The process of heat conduction in ice and snow encompasses various mechanisms outlined 

in Figure 2.5, which includes conduction through snow crystals and interstitial air. As the 

thermal conductivity of ice (λice) is significantly higher than that of air (λair), the primary 

heat transfer process in snow is often through the network of interconnected snow grains 

(Sturm et al., 1997). It is logical to anticipate that snow with higher thermal conductivity 

values would generally be the hardest type of snow (Bishop et al., 2011). Nevertheless, 

Sturm et al. (1997) demonstrated a significant positive correlation between snow density 

and thermal conductivity. 

Figure 2.5 Main processes involved in heat transfer though (a) depth hoar and (b) wind-
packed snow (Bishop et al., 2011).
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Heat conduction in the snow cover can be described by a one-dimensional equation 

(Ashton, 2011): 

𝜌𝑠𝐶𝑠
𝜕

𝜕𝑡
𝑇𝑠 =

𝜕

𝜕𝑧
(𝜆𝑠

𝜕

𝜕𝑧
𝑇𝑠 + 𝜑)                     (2.9) 

Where Ts is the temperature in the snow (Ts ≤ 0°C), ρs is the density of the snow, Cs is the 

specific heat capacity of the snow, λs is the thermal conductivity of the snow, and φ is an 

internal heat source term due to solar radiation absorption.  

2.4.2 Convection  

For more than 30 years, the concept of air convection in the snow has been a subject of 

debate (Johnson et al., 1987; Brun and Touvier, 1987). Only limited conditions have been 

accepted for convection at the laboratory scale (Sturm and Johnson, 1991). Akitaya (1974) 

failed to induce convection in natural snow samples despite applying strong temperature 

gradients but was able to induce convection in artificial snow samples. According to Klever 

(1985), convection is common in new snow, but unlikely in rounded snow. Based on 

Rayleigh number calculations, Brun and Touvier (1987) concluded that convection was 

unlikely, although none of the snow samples they tested were of high permeability.  

2.4.3 Radiation  

In most studies, radiation at the surface is divided into two streams: shortwave radiation 

from the sun, which falls between 0.3 and 2.2 µm in wavelength, and longwave radiation 

from the sky and surrounding terrain, which falls between 6.8 and 100 µm in wavelength 

(Male and Granger, 1981). Almost 5% of the total radiation occurs between 2.2 µm and 

6.8 µm (Geiger, 1966). Radiation is often taken as a boundary condition, including both 

solar (Marks and Dozier, 1992) and thermal radiation (Marks and Dozier, 1992). 

2.4.4 Sensible and Latent heat  

Figure 2.6 illustrates the concept of latent and sensible heat (Skovajsa et al., 2017). Also, 

it shows the conversion from sensible heat to latent heat occurs during the snow-to-water 

phase change. During this process, the temperature of the snowpack remains constant while 

the thermal energy of the solid phase is transformed into the liquid phase. The latent heat 

of fusion for water is 334 kJ kg-1. 
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Figure 2.6 Temperature control during phase changes and a comparison of sensible heat 
and latent heat (adapted from Skovajsa et al., 2017). 

By adopting the convention that energy influx into the snowpack is considered positive, 

the amount of energy accessible for snow melting, denoted as Qm, relies on various factors 

including net radiation (Rn, which represents the difference between incoming and 

outgoing shortwave and longwave radiation), sensible heat flux (Ssen), latent heat flux (L), 

ground heat flux (Gh), and any energy flux caused by precipitation (Marks and Dozier, 

1992; Burns et al., 2014). 

𝑄𝑚 + 𝑄𝑐𝑐 = 𝑅𝑛 + 𝑆𝑠𝑒𝑛 + 𝐿 + 𝐺ℎ + 𝑃 = 𝑅𝑛 + 𝐹𝑇 + 𝐺ℎ + 𝑃    (2.10) 

Qcc refers to the amount of energy necessary to raise the temperature of snow to its melting 

point, often referred to as the "cold content." The net turbulent flux, FT, is the combined 

value of Ssen and L, with the latter being particularly significant in the realm of snow 

science as it represents sublimation, evaporation, condensation, and their connection to the 

overall mass balance of the snowpack. Although Ssen and L typically make up only a small 

portion of Qm, they are still noteworthy contributors (Boon, 2009; Fitzpatrick et al., 2017). 
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2.5 Key thermal properties of snow 

In this section, the thermal properties of snow are investigated. First, the thermal 

conductivity and the factors affecting it, such as density, porosity, and contact size between 

grains, are presented. Understanding these properties is crucial for predicting snow 

behavior in various environmental and engineering applications.  

2.5.1 Thermal conductivity and factors of influence 

The following aims to explain how snow density and porosity largely determines its 

thermal conductivity. However, several factors, including the relative humidity, the size 

and form of the grains, as well as the microstructure, affect the thermal conductivity value 

(Côté et al, 2012). Appendix A provides more information about available methods for 

computing the thermal conductivity of snow. 

2.5.1.1 Effect of density and stratification on thermal conductivity 

Sturm et al. (2002) conducted an in-depth study on the thermal conductivity and 

stratification of snow cover on the Beaufort Sea ice sheet. They measured the thermal 

conductivity of snow using a heated needle probe, finding values ranging from                

0.078 W m-1 K-1 for fresh snow to 0.574 W m-1 K-1 for a snow-ice mixture. The study 

identified three major types of snow (Figure 2.7): depth hoar, wind slab, and recent snow. 

These types were observed in ten distinct layers at the Surface Heat Budget of the Arctic 

Ocean (SHEBA) site. The thermal conductivity of the snow was found to increase with 

density and could be estimated based on the snow's metamorphic state. Thermal 

conductivity measurements were made on approximately 10% of all layers measured for 

density, hardness, and type by Sturm et al. (2002). the thermal conductivity of snow layers 

measured by using a heated needle probe. This method involves inserting a thin needle into 

the snow layer and heating it. The rate at which the needle heats up is used to determine 

the thermal conductivity of the snow. The needle probe method is effective because it 

provides direct measurements of thermal conductivity and can be used in various types of 

snow, from fresh snow to snow-ice mixtures. Compared to the full set (Table 2.6), this 

thermal subset was slightly denser and harder, reflecting a natural bias toward layers. In 

Table 2.6, five of the ten layers of snow (“a”, “b”, “d”, “g”, and “j”) were under sampled, 
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while two layers (“c” and “f”) were oversampled. However, this bias is unimportant since 

(later) they derive a bulk value for the whole snowpack using layer-weighted averaging. 

Furthermore, Sturm et al. (1997) measured the thermal conductivity of 488 snow samples 

of known crystal type and density. They demonstrated that the thermal conductivity of 

snow composed of rounded grains correlates with their density. From these results, to 

demonstrate the relationship between the latter two, they established an empirical equation. 

Heat conduction has been shown to be less density dependent for snow subject to intense 

metamorphism, such as depth hoar. This happened due to the change in the connections 

between the grains due to metamorphism. The effect of metamorphism on thermal 

conductivity is not negligible, but it is not always easy to predict the variation of thermal 

conductivity by metamorphism. This is the reason why models of thermal conductivity are 

often a function of density. 

 

Figure 2.7 Stratification of a studied snow cover (Sturm et al., 2002) 
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Table 2.6 Average thermal conductivity of snow layers. (Sturm et al. 2002) 

Layer ρ (Kg m3) λ (W m-1 K-1) 

J 390 0.203 

H & I 200 0.078 

G 360 0.197 

F 420 0.290 

E 280 0.157 

D 360 0.164 

C 270 0.081 

B 270 0.087 

A 600 0.574 

 

2.5.1.2 Heat capacity of snow 

The heat capacity is the amount of heat needed for a unit of mass to increase its temperature 

by one unit, either under constant pressure (cp (J kg-1 K-1)) or constant volume                        

(cv (J kg-1 K-1)) conditions. Overall heat capacity is a function of the mass or volume of 

snow (i.s. density or porosity), calculated from that of ice. Mathematically, it is expressed 

as (Yen, 1981): 

𝐶𝑝 = (
𝜕𝐻

𝜕𝑇
)𝑝 𝑜𝑟 𝐶𝑣 = (

𝜕𝑈

𝜕𝑇
)𝑣        (2.11) 

Where H and U are enthalpy and internal energy per unit mass, respectively. 

As the heat required to warm up the air and vapor in the gaps is negligible, the heat capacity 

of dry snow and ice is practically the same. The value of Cv can be derived from Cp using 

the following relationship (Yen, 1981): 

𝐶𝑝 − 𝐶𝑣 =
𝐾𝑉

2𝑉𝑖𝑇

𝜔𝑇
         (2.12) 

Where Vi is the volume of ice, KV is the coefficient of volumetric expansion, and ωT is the 

compressibility. At the melting point, the value of Cv is approximately 3% lower than Cp, 

and as the temperature decreases, the difference between Cp and Cv diminishes. 
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Dickinson and Osborne (1915) and Dorsey (1940) conducted a comprehensive review and 

compilation of the heat capacity values for ice established during the early twentieth 

century. In an extensive investigation, Giauque, and Stout (1936) provided Cp values for 

hexagonal ice across a temperature range of 15 to 273 K. Flubacher et al. (1960) determined 

cp values for hexagonal ice within the range of 2 to 27 K. Additionally, Sugisaki et al. 

(1968) conducted comprehensive measurements of Cp for amorphous, cubic, and 

hexagonal ice at temperatures spanning from 20 to 250 K. Anderson (1976) presents a 

formulation for Ci (J kg-1 K-1) as follows: 

    𝐶𝑖 = 1.6738 + 0.1327 𝑇                   (2.13) 

where Ci is the specific heat of ice. 

Ding et al. (2021) provide an equation for the heat capacity of snow, which is a function of 

the heat capacities of ice and air: 

𝐶𝑠 = 𝐶𝑖
𝜌𝑠

𝜌𝑖
+ 𝐶𝑎(1 −

𝜌𝑠

𝜌𝑖
)                      (2.14) 

2.6 Snowmelt numerical models 

Snowmelt hydrological models simulate snow accumulation, melting, and convergence. In 

comparison to rainfall runoff, the snowmelt process involves more complex energy transfer 

and water transfer processes between the atmosphere and snow, between different snow 

layers, and between snow layers and soil (Marks et al., 1998). Because of the mixture of 

rain and snow, it is extremely difficult to simulate runoff generated by rainfall on snow. 

Modeling plays a critical role in forecasting snowmelt floods (Zhou et al., 2021). 

2.6.1 Evolution of snowmelt models 

Snowmelt models have been around for a long time. In the beginning, people estimated 

how much water flowed from melting snow by finding a statistical link between observed 

variables (like how much snow there was, how much water it contained, etc.) and snowmelt 

runoff (DeWalle and Rango, 2008). This period also makes frequent use of empirical 

equations. Air temperature and snowmelt are assumed to be linearly related by empirical 

equations, also called degree-day factors (Martinec, 1975). In 1975, Martinec developed 

the Snow Runoff Model (SRM), which is the most classic model of snowmelt based on the 
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degree-day method. The International Meteorological Organization recommends the SRM 

model, which is the most widely used model of snowmelt based on the degree-day method 

in more than 100 watersheds worldwide (Rango, 1995). Due to its simplicity and accuracy, 

the degree-day model has been widely used. Its disadvantage is that it cannot simulate snow 

melting physically (Zhou et al., 2021). 

The US Army Corps of Engineers was the first to estimate how much snow melted based 

on the energy transfer process between the snow and its surroundings in the 1950s (Dunkle 

et al., 1956). The energy balance model is based on two fundamental concepts: the 

conservation of energy and water in the system. The model has been applied and improved 

in various studies (Anderson, 1976; Jordan, 1991), and has become more refined over time. 

However, the model still only represents a single point in space and does not account for 

spatial variability. The advancement of computer technology in the 1970s enabled the 

creation of more sophisticated and detailed physical hydrological models that could 

account for spatial variation. The first such model, called the European Hydrological 

System (SHE), was developed in 1986 (Abbott et al., 1986). The model divides the 

watershed into grid cells to capture the spatial variation of model parameters, rainfall input 

and hydrological outputs. The model also splits the vertical dimension into several layers 

to simulate the movement of soil water in different depths. The model then uses the energy 

balance method to estimate the snowmelt amount for each grid cell separately (Abbott et 

al., 1986).  

There have been several distributed snowmelt models developed since the 1990s, such as 

SNOBAL (Marks and Dozier, 1992), Utah Energy Balance (UEB) (Tarboton and Luce, 

1996), Hydrological Simulation Program - HFORTAN (HSPF) (Johanson et al., 1984), etc. 

The Distributed Hydrology Soil Vegetation Model (DHSVM) (Wigmosta et al., 1994), 

Variable Infiltration Capacity (VIC) (Liang et al., 1994), and Soil and Water Assessment 

Tool (SWAT) (Arnold et al., 1998) all include snowmelt modules (degree-day snowmelt 

algorithm and energy balance algorithm). In addition, snowmelt models based on energy 

balance models, such as Snow Thermal Model (SNTHERM89) (Jordan, 1991) and 

SNOWPACK (Bartelt and Lehning, 2002), have been developed. Snow engineering now 

uses these models to consider more detailed vertical distributions. Machine learning is a 
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powerful and flexible technique that has transformed various fields and industries and 

enabled new possibilities for scientific exploration and model building. It is widely used 

for hydrological modeling and forecasting, becoming a new approach for hydrological 

research. Machine learning is evolving rapidly and creating more opportunities for 

snowmelt modeling, or what is also known as data-driven modeling (Zhou et al., 2021). 

2.6.2 Types of Snowmelt Models 

Snowmelt models can be grouped into four types based on the different methods they use 

to calculate the snowmelt rate: statistical, conceptual, physical, and data-driven (the green 

categories in Figure 2.8) (Zhou et al., 2021). Statistical snowmelt models use statistical 

techniques or black box modules to find the relationship between a specific snow 

hydrological parameter (such as snow area) and runoff, and use it to predict runoff (Zhou 

et al., 2021). The relationship between snowmelt and temperature is usually empirical in 

conceptual snowmelt models (Zhou et al., 2021). Several of these models are mature and 

widely used, such as SRM and HBV (Bergström, 1995). Based on the energy balance of 

snow cover, physical snowmelt models such as SNTHERM and SNOWPACK calculate 

snowmelt (Zhou et al., 2021). They have a strict physical meaning and are widely used in 

snowmelt modelling. Massive data and rapid computational power have enabled data-

driven models to emerge (Zhou et al., 2021). Machine learning algorithms are used to select 

appropriate parameters from different data sources (e.g., daily rainfall, temperature, solar 

radiation, snow area, snow water equivalent) for these models, such as ANN (Vafakhah et 

al., 2014) and LSTM (Thapa et al., 2020). 
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Figure 2.8 models of snowmelt categories. The models' spatial distribution features are 
used to produce the blue categories. Green ones are produced using various ablation 

algorithms (Thapa et al., 2020). 

Snowmelt models can be categorized into lumped, semi-distributed, and distributed models 

based on the distribution features of models (Zhou et al., 2021). HBV, SWAT, and the 

Precipitation Runoff Modelling System (PRMS) (Leavesley and Stannard, 1995) are 

examples of semi-distributed models that divide the watershed into sub-watersheds or 

hydrological response units in accordance with a specific watershed characteristic (e.g., 

elevation, vegetation coverage, land use types, and topographic factors). Distributed 

models like SHE, DHSVM, and VIC segment the watershed into grid units, assigning 

distinct parameter values to each grid. These models subsequently incorporate processes 

involving wind, snow, and soil freezing within each grid entity (Zhou et al., 2021). Lately, 

driven by substantial advancements in computational capabilities, there has been a surge 

in the emergence of multi-layer hybrid and nested models. An example of such a model is 

the Water and Energy Budget-based Distributed Hydrological Model (WEB-DHM) (Wang 

et al., 2009). Nested calculations involving sub-catchments, grids, and slopes are employed 

to enhance the capacity for effectively depicting the snowmelt process (Wang et al., 2009).  

2.6.3 Statistical Snowmelt Models 

The prevalent statistical approach to predicting snowmelt runoff involves correlating the 

maximum SWE during the spring thaw with the total runoff volume, using regression 
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analysis to determine coefficients. SWE can be measured manually or via automated snow 

pillows. Another method uses runoff characteristic curves, relating spring snow cover ratio 

to basin runoff, which can be forecasted using remote sensing data. While these models 

can be accurate with sufficient observations, they may not perform well in unprecedented 

situations and are challenging to transfer between different watersheds due to varying 

hydrological characteristics (Zhou et al., 2021). 

𝑄 = 𝑎 + 𝑏 𝑆𝑊𝐸           (2.15) 

Where Q represents the complete runoff quantity. SWE can be derived either through 

manual measurement of snow depth along a designated survey line or via automated snow 

pillow measurements (Zhou et al., 2021). The values for coefficients 'a' and 'b' are derived 

through regression analysis performed on collected data.  

2.6.4 Conceptual Snowmelt Models 

The conceptual snowmelt model is commonly constructed using the degree-day factor 

approach, often termed the degree-day factor model (Zhou et al., 2021). Its fundamental 

premise postulates a linear correlation between alterations in the snowmelt rate and the 

daily average temperature surpassing a specific threshold. The typical formulation of the 

degree-day factor ablation algorithm is represented by Equation (2.16) (Zhou et al., 2021): 

𝑀𝑚𝑒𝑙 = 𝐷𝐷𝐹 (𝑇𝑎𝑣𝑔 − 𝑇𝑏)                     (2.16) 

In this equation, Mmel (cm day‒1) represents the quantity of melted snow, Tavg (°C) stands 

for the average temperature of the day, and Tb (°C) denotes the temperature threshold. 

Typically, the threshold temperature Tb (°C) is set at 0 °C, although alternative values 

might be employed in specific circumstances. DDF (cm °C‒1 day‒1) represents the degree-

day factor for snowmelt. Research has indicated substantial variability in DDF values 

across various areas, spanning from 0.1 to 1 (cm °C‒1 day‒1). DDF can be ascertained 

through measured data or empirical formulas (Zhou et al., 2021): 

𝐷𝐷𝐹 = 1.1 
𝜌𝑠

𝜌𝑤
        (2.17) 

Most conventional snowmelt models based on degree-day factors ignore the spatial 

variability of ablation in the watershed and use lumped or semi-distributed approaches 
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(Zhou et al., 2021). This leads to large uncertainties in the spatial distribution of snow 

melting simulation. Moreover, the degree-day factor is fixed on a daily scale and cannot 

reflect the intra-day variation of snowmelt rate, especially the contrast between day and 

night in temperature and snow energy supply. The enhanced spatial distribution degree 

model considers the time and space differences and incorporates energy exchange terms. 

This allows it to simulate the changes in snowmelt runoff on a daily scale and obtain 

reasonable results (Zhou et al., 2021). 

2.6.5 Physical Snowmelt Models 

The energy balance of the snow surface consists of the components shown in Figure 2.9 

(Zhou et al., 2021). Several snow models have been developed over the years, including 

Anderson's multi-layer model (1976), Marks et al.'s SNOBAL (2015), and Bartelt et al.'s 

SNOWPACK (2002). These models simulate snow characteristics like depth, density, and 

temperature, and can forecast avalanche risks. 

 

 

Figure 2.9 Diagram illustrating the process of exchanging energy in snow (Zhou et al., 
2021). 
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Simulating snow ablation based on energy balance can be precise for small areas, but 

challenges arise for large watersheds due to data extrapolation issues and sparse monitoring 

stations (Zhou et al., 2021). Empirical methods are often used to estimate energy fluxes. 

Physically distributed snowmelt models, like SHE, DHSVM, VIC, and UEB, offer high-

resolution simulations and follow strict physical principles (Zhou et al., 2021).  

2.6.6 Models based on data 

The development of data-driven models, enabled by data availability and machine learning 

advancements, focuses on enhancing prediction accuracy (Zhou et al., 2021). These models 

handle complex problems and identify essential inputs. Unlike physical models, data-

driven models learn relationships between inputs and outputs without prior process 

knowledge (Zhou et al., 2021). Machine learning has been widely used for predicting 

snowmelt runoff and other hydrological applications. Combining data-driven and physical 

models can improve hydrological modeling by maintaining energy and water balance and 

determining model parameters. Despite challenges like unbalanced observations and 

limited training data, integrating machine learning with hydrological knowledge can 

enhance snowmelt modeling (Zhou et al., 2021). 

2.6.7 Snowmelt modeling issues 

Blowing snow, snow on frozen ground, and rain on snow are some of the key issues that 

need attention in the snowmelt model. 

2.6.7.1 Blowing Snow 

Snow melting varies spatially due to blowing snow, which creates uneven snow cover and 

impacts the snow water cycle (Zhou et al., 2021). MacDonald et al. (2010) found that 17–

19% of yearly precipitation in the Rocky Mountains was due to wind-blown snow 

evaporation. Zhou et al. (2014) reported that blowing snow sublimation accounted for 24% 

of annual snowfall in western China’s mountains. Hydrological studies use conceptual 

models based on terrain drift factors and physical models relying on wind fields. Key 

models include PBSM (Pomeroy et al., 1993), Snowtran-3D (Linston et al., 1998), 

Alpine3D (Lehning et al., 2006), and SnowDrift-3D (Schneiderbauer and Prokop, 2011). 

Challenges include identifying critical conditions for blowing snow, obtaining accurate 



40 
 
wind field data in complex terrain, and parameterizing data for widespread blowing snow 

(Zhou et al., 2021). Terrain significantly impacts blowing snow models, with terrain 

parameters crucial for snow depth estimation (Winstral et al., 2002). Integrating blowing 

snow models with snowmelt models remains a scientific challenge (Zhou et al., 2021). 

2.6.7.2 Snow on Frozen Ground 

Phase changes in soil water affect heat and water balance near the surface, impacting runoff 

and infiltration (Zhou et al., 2021). Frozen ground prevents infiltration, increasing surface 

runoff, while unfrozen soil allows high infiltration and water storage (Zhou et al., 2021). 

Various models, like SHAW and VIC, simulate these processes, considering factors like 

frost depth and snowmelt infiltration (Cherkauer and Lettenmaier, 1999). Advanced 

models, such as DWHC and SHAW-DHM, integrate these processes with climate models 

for accurate simulations in cold regions (Chen et al., 2006; Zhang et al., 2016). 

Explicitly considering soil freezing and thawing enhances land surface and hydrological 

models (He et al., 2015). These processes adjust soil liquid water content and hydraulic 

conductivity, affecting evaporation, infiltration, and runoff (Zhou et al., 2021). Without a 

frozen ground module, models underestimate snowmelt runoff peaks in basins with strong 

frozen soil (Pohl et al., 2005). Accurately simulating frozen ground’s influence remains 

challenging, requiring attention to different time scales and regional environments. Adding 

a frozen ground module to snowmelt models is essential for studying runoff dynamics in 

cold regions (Zhou et al., 2021). 

2.6.7.3 Rain-on-Snow 

Rain-on-Snow (ROS) events in mountainous areas cause severe mixed rain and snow 

floods, contributing to high flow peaks (Kattelmann, 1985). Studies show ROS events 

caused significant floods in regions like the Willamette River, Austria, and the western 

U.S. (Li et al., 2019). Climate change affects ROS frequency and peak flows, increasing 

risks in high altitudes (Zhou et al., 2021). Ignoring ROS conditions can lead to 

underestimating runoff and peak flow, highlighting the need for accurate ROS-based runoff 

models (Zhou et al., 2021). Many factors influence ROS event runoff, including rainfall, 

snow temperature, and moisture conditions (Singh et al., 1997). Physics-based models are 
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needed to simulate snow cover development and internal processes (Kattelmann, 2007). 

ROS enhances snowmelt runoff by reducing albedo and increasing snow energy, leading 

to faster melting (Ocampo Melgar and Meza, 2020). Improved hydrological models 

incorporating lateral flow could enhance predictions, but the mechanism of ROS-based 

runoff generation needs further study (Zhou et al., 2021). 

2.7 Current snow management practices in mining operations and 

research needs 

The current snow management practices during mining activities involve plowing roads 

and clearing access to specific parts of the operations for mining, construction or operation 

purposes. Some operations have snow storage facilities, that are used to keep snowmelt 

waters within the mine site’s controlled waters. Operations dealing with filtered tailings 

can also adapt some snow management practices, essentially aiming to avoid the 

entrapment of snow in between tailings layers during deposition and provide optimal 

compaction conditions. However, there is not current practice aiming to manage snow as a 

spring runoff control strategy. The literature review has shown that the physics of snowmelt 

and the thermal and physical properties of snow are well known. Several snowmelt 

modeling approaches are available, but none is adapted to model the snowmelt of 

remoulded or piled snow.  Based on the knowledge acquired through snow science, more 

research is required on snow management practices in mining operations.
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CHAPTER 3  MATERIALS AND METHODS 

3.1 General approach 

First, the fieldwork has been completed. Using the data collected, numerical modeling was 

implemented. Initially, the impact of temperature variations on the melting process of 

SMPs will be investigated by conducting simulations with temperature data from different 

years. A detailed description includes the construction techniques used for creating SMPs, 

the climate monitoring methods employed for accurate data collection, and the specific 

parameters and conditions applied in the numerical modeling process. 

The approach involves a comprehensive examination of the Goldex and Holt mine sites, 

providing site descriptions and climate monitoring data to contextualize the study. The 

construction and monitoring sections detail the techniques used in SMP construction, as 

well as the methods for monitoring snowmelt, internal and snow-surface temperatures, and 

snow density. Furthermore, the numerical modeling section delves into the selection of the 

model, the modeling approach, and the various parameters that influence the simulations, 

such as geometry, mesh, reference temperature, and porous medium type. 

Additionally, this section outlines the calibration of a snow-surface temperature function 

based on measured air temperatures, which is crucial for establishing realistic surface 

boundary conditions in the model. The overall goal is to provide a comprehensive 

understanding of the materials and methods used in the study, ensuring that the approach 

is clearly articulated and that the results can be accurately interpreted and validated. This 

detailed explanation aims to provide a robust framework for analyzing the thermal 

dynamics and melting patterns of SMPs under varying temperature conditions. 

Ultimately, this section is designed to comprehensively describe the materials and methods 

utilized in the study, setting the stage for the subsequent analysis and discussion of the 

results. 

3.2 Site description and climate monitoring  

The following sections will present descriptions of the Goldex and Holt mine sites, along 

with climate monitoring data for 2022 and 2023.  
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3.2.1 Goldex mine  

The Goldex Mine is an underground gold mine operated by Agnico Eagle Mines Limited, 

and is located about 4 km west of Val d’Or, Québec. This mine produces conventional pulp 

tailings that were initially deposited in a TSF approximately 4 km south of the site. 

However, since 2008, most of these Goldex tailings have been redirected to the Manitou 

legacy site, which is owned by the government of Québec. While the Goldex tailings are 

currently mainly being used as construction material to reclaim the Manitou site (Ethier et 

al. 2014 b) the Goldex TSF is still used as an auxiliary TSF. Covering about 75 ha, the 

Goldex TSF is linked to a polishing pond capable of holding roughly 500,000 m3 of water 

and used for settling particles from the TSF’s seepage waters and storing surface drainage 

waters.  

The Val-d’Or region experiences a humid continental climate characterized by significant 

seasonal temperature variations. According to Environment and Climate Change Canada 

(ECCC) data recorded from 1971-2000 (www.climate.weather.gc.ca), the mean annual 

temperature in this area is approximately 1.2°C. The coldest months are January and 

February, with average temperatures typically hovering around -17°C. Val-d’Or 

experiences an average total precipitation of 935 mm, with approximately 635 mm rainfall 

and 300 mm snowfall. (MSC ID 7098603; www.climate.weather.gc.ca). The snow cover 

typically spans from mid-November to early May, with the majority of snowmelt occurring 

in April. On average, there are about 121 days each year when the snow depth is 20 cm or 

more (MSC ID 7098603; www.climate.weather.gc.ca). Most of snowmelt typically occurs 

in two weeks in the region. It is important to note that while the author did not participate 

in the data collection at the Goldex mine, the data from this site was used and further 

interpreted to achieve the study’s objectives. 

3.2.2 Holt mine  

The Holt Mine Complex is in the Kirkland-Matheson region of Ontario, approximately 68 

km by road west of Matheson and 53 km east of Kirkland Lake. The complex consists of 

the Holt, Holloway, and Taylor Mines. The Holt Mine was built in the late 1980s, the 

Holloway Mine began operations in 1996, and the Taylor Mine was commissioned in 2015. 

http://www.climate.weather.gc.ca/
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The complex includes two TSFs with a combined capacity to handle the tailings generated 

by the mining operations. In this mine, the tailings facilities consist of 18 individual dam 

structures, covering a total watershed area of 465.4 ha and a tailings area of 212 ha (116 ha 

for the North TSF and 96 ha for the South TSF). The Holt TSF is connected to a polishing 

pond with a capacity of approximately 1,400,000 m3 of water. The Holt Mine began 

operations in 1988 when it was developed by Barrick Gold. Over the years, it has seen 

various phases of activity and ownership changes, including its acquisition by Kirkland 

Lake Gold in 2016 and later by Agnico Eagle Mines Limited in 2022.  

The Kirkland Lake region has a humid continental climate with seasonal climatic variations 

similar to that of Val d’Or. According to ECCC data recorded from 1971-2000, the mean 

annual temperature in this area was approximately 2.7 °C. The coldest months are January 

and February, with average temperatures typically hovering around -17.9 °C. Precipitation 

in Kirkland Lake reach an average total of 970 mm, with approximately 741 mm rainfall 

and 229 mm snowfall (MSC ID 6074209; www.climate.weather.gc.ca). The snow-covered 

period and snowmelt in this area are similar to those in the Val d'Or region. On average, 

there are about 90 days each year when the snow depth is 20 cm or more. 

3.2.3 Climate monitoring 

For both sites, daily temperature, precipitation, and snow thickness data were retrieved 

from the nearest ECCC weather station. Climate data from the Val d’Or ECCC station 

(MSC ID 7098603; www.climate.weather.gc.ca) was used for the Goldex mine and 

covered a period spanning from February 25 to May 27, 2022. Due to the station’s 

proximity (<4 km) to the Goldex TSF, the temperature and precipitation data were 

representative of in situ conditions (Boulanger-Martel et al., 2022). Climate data from the 

Kirkland Lake ECC station (MSC ID 6074209; www.climate.weather.gc.ca) was used for 

the Holt mine. For that site, retrieved data covered a period spanning from February 29 to 

May 29, 2023. This weather station is the closest and is located at about 40 km south-west 

of the Holt mine. For that case, the representativeness of snow thickness measurements at 

the Kirkland Lake ECCC weather station was assessed by comparing the daily thickness 

of snow on the ground recorded at the ECCC weather station data with manual, on-site 

measurements as well as LiDAR surveys. The Val d’Or ECC station (about 150 km west 
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from Holt mine) data were also recovered for the 2023 monitoring period for comparison 

purposes.  

3.3 Construction and monitoring 

The following section will outline the construction methods of SMPs and the techniques 

for monitoring snowmelt. 

3.3.1 SMPs construction techniques 

To assess the efficacy of SMPs at controlling snowmelt, six experimental SMPs were 

constructed within the TSFs of Canadian mine sites over two field seasons.  

During the first field season (2022), three experimental SMP configurations were built at 

the Goldex TSF using common civil construction heavy equipment. Cubical, conical and 

ridge-shaped SMPs were selected and constructed to assess the effects of configuration on 

the melting behaviour. The construction occurred from mid-February to March 2022. The 

first step in the construction of the tested SMPs involved a pre-compaction of the natural 

snow accumulated at the surface of the TSFs using a snowmobile. Such approach was 

necessary to compact existing snow and promote the freezing of surface of the TSF. The 

construction of SMPs started once the surface of the TSF was frozen enough to withstand 

the traffic of heavy equipment. The SMPs were constructed at the beginning of March 2022 

using two Caterpillar 938H wheel loaders (Figure 1a), a Caterpillar D6N LGP crawler 

dozer (Figure 3.1.a), and a Caterpillar 320E hydraulic excavator equipped with a long-

reach boom-stick (Figure 1b). SMPs were built in a single lift mostly using a push-only 

approach, meaning that the snow was groomed by only pushing snow towards the SMPs 

(Figure 3.2.a). Footprints of 33×30 m, and 50×25 m were targeted for the cubic and ridge-

shaped SMPs and snow was groomed to the maximum achievable height by the equipment 

(about 3.5m). For the conic SMP configuration, a conical base was first groomed to the 

height capacity of the dozer and loaders. Then, the hydraulic excavator was used to build 

a higher structure from snow that was brought by the loaders. Approximately 12,000 m² of 

snow was cleared to build the SMPs at this site (Figure 3.2.a). Considering that a snow 

depth of about 70 cm was observed at the site during construction, a volume of snow of 

about 8,400 m³ was stored by the grooming operations. After construction the height of the 
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tested SMPs was of 7.3 m, 3.5 m, and 3.5 m for the conic, cubic and ridge-shaped SMPs, 

respectively. The initial footprint of the SMPs were of 665, 965, and 1150 m², respectively. 

The ridge-shaped SMP contained the most snow, and the conic SMP was about twice the 

height of the cubic and ridge-shaped SMPs, but contained the least snow (Table 3.1). 

 

 

Figure 3.1 (a) Crawler dozer and wheel loaders used for the construction of SMPs in 
2022; (b) hydraulic excavator lifting the conic SMP in 2022 and (c) final profile of the 

cubic SMP in 2022; (d) snow groomer used for the construction of SMP in 2023; (e) final 
profile of conic SMPs as well as groomer track on the snow in 2023; and (f) final profile 

of the ramp-shaped SMP in 2023. 

The results of the first field season were used to determine promising SMP configurations. 

Monitoring results (presented later in this manuscript) and operational experience resulted 

in conical and ramp-shaped SMPs being the two optimal SMP shapes to test further. Thus, 

two cones and a ramp-shaped SMPs were designed and constructed at the Holt TSF during 
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winter 2023. Such configurations aimed to examine the impact of diverse sizes and shapes 

on snowmelt dynamics. Construction of all SMPs was achieved in two lifts performed mid- 

and at end of March. Snow was groomed with a Prinoth Bison-X snow groomer (Figure 

3.1.d) equipped with a 4.5 m wide blade. The conic SMPs were constructed by creating 

concentric windrows that were systematically pushed toward the pile as soon as the blade 

was full of snow (Figure 3.1.e; 3.2.b). Such approach allowed maximizing the proportion 

of time the machinery was pushing snow. SMPs were grown by piling, compacting and 

shaping the snow with the snow groomer. The largest cone was 7.3 m high whereas the 

smallest was 5.5 m high (Table 3.1). The two conic SMPs were designed to directly assess 

the impact of height on snowmelt. In addition, the 2022 and largest 2023 conic SMPs had 

the same height and will be used as a reference to assess the impact of climate and volume 

on the performance of SMPs to control snowmelt. The ramp-shaped SMP was groomed 

using a push only approach. Snow was gradually pushed and piled along a ramp that grew 

in height with the increasing volume of snow being groomed. Such construction approach 

was selected for its ease of construction. This pile had a final height (5.6 m; Table 3.1) like 

that of the smallest conic SMP to allow for comparison. The largest cone held the most 

snow (Table 3.1). The smallest conic SMP held 1050 m2 less snow than the ramp-shaped 

SMP despite being approximately the same height (Table 3.1). At the end of construction, 

around 55,000 m² of snow was cleared to build the three SMPs (Table 3.1). Overall, the 

SMP metrics presented in Table 1 indicate that the 2023 field tests involved clearing a 

larger surface (5.5 hectares) than 2022 (1.2 hectares). This resulted in more important snow 

volumes being stored in the 2023 SMPs. Considering that there was 60 cm of snow on the 

ground on average prior to constructions, this resulted in an approximate volume of 

groomed snow of 33 000 m³. 
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Figure 3.2 (a) Initial footprint, snow-cleared surface, and configuration of the SMPs in 
Goldex with arrows indicating the equipment movement for SMP construction; (b) and 
(c) Initial footprint, snow-cleared surface, and configuration of the SMPs in Holt with 

arrows indicating the equipment movement for SMP construction.

Table 3.1 Configuration, metrics and cleared surface of the tested SMPs.

Year Shape Cleared 
surface (m2)

Initial 
height (m)

Initial 
footprint 
(m2)

Initial volume 
(m3)

2022 Cone 3000 7.3 665 1135

Cubic 4260 3.5 965 2275

Ridge-shaped 4700 3.5 1150 2565

2023 Big cone 24940 7.33 1950 4130

Ramp-shaped 21420 5.5 1343 2650

Small cone 9440 5.6 946 1600
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3.3.2 Monitoring snowmelt 

The effectiveness of the SMPs at controlling melting rates and delaying the snowmelt 

period was assessed through periodic measurements of the volume of snow contained in 

each SMP. The volume of the SMPs was measured through aerial LiDAR and SfM 

photogrammetry surveys acquired using an unmanned aerial vehicle (UAV). Such remote 

sensing tools have frequently been used to monitor snowpacks (e.g., Walker et al., 2020; 

Bash et al., 2020). Aerial surveys were performed with a DJI Matrice 300 RTK UAV 

equipped, with a DJI Zenmuse L1 Livox Lidar module installed in a single, downward 

gimbal configuration. The Matrice 300 RTK can operate at temperature as low as -20 °C, 

and in relatively high-wind conditions (15 m s-1). The selection of such UAV helped to 

minimize the no-fly conditions often encountered during winter and spring in Canada. The 

Zenmuse L1 LiDAR sensor has a high-precision inertial measurement unit (IMU) and 

boasts a ranging accuracy of 3cm at 100m. The Zenmuse L1 LiDAR module supports up 

to three returns. This sensor also has an RGB mechanical shutter and 1-inch 

complementary metal oxide semiconductor (CMOS) camera that is suitable for 

photogrammetry surveys.  A DJI-D RTK 2 Mobile Station was connected to the UAV and 

served as a base station to provide real-time kinematic (RTK) position corrections during 

data collection. The RTK positioning accuracy was about 1 cm horizontally and 1.5 cm 

vertically.  The automatic survey functions were used to pre-program and fly all LiDAR 

and SfM photogrammetry surveys performed in this study. The IMU was calibrated before 

each flight.  

In 2022, surveys were performed eighteen times from March 11 to May 27 over an area of 

approximately 98,500 m2 (Table 3.2). The surveys performed in 2022 were configured to 

provide high-resolution acquisitions that were used to confirm the ability of each 

monitoring technique to accurately monitor the snowpack of small catchments such as 

TSFs and SMPs in a snowmelt scheme (see Boulanger-Martel et al., 2022). LiDAR scans 

were performed with a 70% lateral overlap and a three-return repetitive scanning pattern 

at a rate of 160 kHz. SfM photogrammetry surveys utilized 80% lateral and 70% frontal 

overlaps. Five to eight ground control points were surveyed to validate georeferencing and 

assess the accuracy of the surveys. Flights were conducted at an altitude of 50 meters to 
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obtain high-resolution data that yielded a point cloud density of 787 points m-2 and a ground 

sampling distance (GSD) of 1.26 cm pixel-1 (Table 3.2). All surveys were carried out on 

sunny to partly cloudy days, at roughly the same time of day, to ensure consistent lighting 

conditions.  

In 2023, flight parameters were optimized to balance spatial resolution, acquisition, and 

reconstruction time. In this case, eight to ten surveys per TSF section were performed 

between March 23 and May 26, depending on SMP configuration. The surveyed areas were 

of about 277,000 and 362,000 m2 for the conic and ramp-shaped SMP sites (Table 3.2).  

Flights were conducted at an altitude of 100 m to capture high-enough data over these 

larger areas. This resulted in an average point cloud density of 488 points m-2 and a GSD 

of 2.73 cm pixel-1 (Table 3.2). LiDAR and SfM acquisitions were performed using the 

same settings as in 2022 (Table 3.2).  

DJI Terra Pro (v3.4.4) was used to do three-dimensional reconstructions and data analysis. 

This software uses reconstruction algorithms based on CUDA. A computer with an Intel 

Core i9-10900 CPU, NVIDIA GeForce RTX 3070 GPU, and 64 GB RAM was used to do 

the reconstructions in a standalone computation mode. The highest resolution was used for 

the reconstructions. The mean plane of the TSF surface was used as a reference to calculate 

the volume for both LiDAR and SfM photogrammetry analyses.  
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Table 3.2 Overview of Flight, LiDAR, and SfM Photogrammetry Survey Specifications. 

Site Survey parameter LiDAR SfM 

 
 
 
 
   2022- all SMPs 

Flight altitude (m) 50 50 

Total flight distance (m) 7888 5130 

Mapping area (m2) 98753 98143 

Lateral overlap (%) 70 80 

Frontal overlap (%) - 70 

Number of optical 
images 

358 560 

GSD* (cm pixel-1) 1.26 1.26 

Point cloud density 
(points m-2) 

787 - 

 
 
 
 
2023- conic 
SMPs 

Flight altitude (m) 100 100 

Total flight distance (m) 13694 6761 

Mapping area (m2) 276675 276675 

Lateral overlap (%) 80 80 

Frontal overlap (%) - 70 

Number of optical 
images 

- 353 

GSD* (cm pixel-1) - 2.73 

Point cloud density 
(points m-2) 

489 - 

 
 
 
 2023- ramp-
shaped SMP 

Flight altitude (m) 100 100 

Total flight distance (m) 17434 8938 

Mapping area (m-2) 361963 361963 

Lateral overlap (%) 80 80 

Frontal overlap (%) - 70 

Number of optical 
images 

- 472 

GSD* (cm pixel-1) - 2.73 

Point cloud density 
(points m-2) 

487 - 
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3.3.3 Internal and snow-surface temperature monitoring 

The temperature at the SMP-tailings interface was measured during the 2022 monitoring 

period for all SMPs. To do so, three custom made buried thermal monitoring setup were 

constructed. Such setup involved housing a ZL6 data logger (METER Group) within a 

waterproof protective case. Four RT-1 (METER Group) soil temperature sensors we then 

connected to the data logger and ran through the protective case via waterproof wire 

connectors. All connections were also sealed with silicon-based adhesive. The three 

thermal monitoring setups were started and buried at the SMP-tailings interface during 

construction. Data was recorded every 6 hours throughout snowmelt. In addition, the 

temperature of the snow-surface was also measured on the top as well as north-, south-, 

east- and west-facing slopes of the ridge-shaped pile using RT-1 sensors connected to ZL6 

data loggers. For each station, four temperature sensors were connected to a data logger 

recording hourly. The temperature of the snow-surface was monitored by installing each 

RT-1 sensor just beneath the surface of the snow (<5-7 cm) at each site visit. Because of 

snowmelt, sensors were rapidly exposed to the sun, yielding in abnormally warm 

temperatures. Thus, a clean up of the obtained data was done to record only actual snow-

surface temperature measurements. Such snow-surface temperature measurements were 

only performed in 2022 because the accessibility of the SMPs was very limited in 2023. 

However, in 2023 the internal temperatures of the ramp-shaped SMP were monitored at 

selected heights. Accordingly, the three buried thermal monitoring setups used in 2023 

were installed within the ridge-shaped SMP during construction. Sensors were positioned 

at depths of 1.0, 2.5 and 3.5 m from the surface. 

3.3.4 Monitoring snow density 

To obtain the volume-mass relationship of the snow contained in the natural ground and 

within SMPs, several snow density measurements were performed throughout the two field 

trials (March 11 to May 12 in 2022 and March 22 to May 22 in 2023). All density 

measurements were taken using   a large (100 × 15 cm), custom-made Adirondack-type 

snow sampler, was used. Made from reinforced PVC pipe with a toothed cutter at the base, 

the sampler could obtain samples between 15 and 55 cm in length. The mass of each snow 

sample was then measured using a portable electronic scale. During construction, 38 
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natural snow density measurements were also performed on undisturbed snow around the 

SMPs. During snowmelt, 105 snow density measurements (40 in 2022 and 65 in 2023) 

were taken at various depths, ranging from the surface to the interface between the SMP 

and the tailings with the SMPs. 

3.4 Numerical modeling 

The complexity of modeling snowmelt arises from the need to accurately simulate various 

interacting factors such as temperature fluctuations, solar radiation, and ground conditions, 

etc. Snowmelt is also a highly coupled phenomena involving several heat transfer 

mechanisms. In this study, a numerical code was selected to develop a simplified thermal 

model capable of representing the snowmelt of the tested SMPs. This section aims to 

present the methodological developments that were made to model the snowmelt of SMPs 

as well as presenting the calibration results.  

3.4.1 Model selection 

COMSOL Multiphysics is a comprehensive software suite designed for conducting finite 

element analysis, solving complex simulations, and facilitating a wide range of physics and 

engineering applications. Its primary focus is on addressing coupled phenomena and 

Multiphysics challenges. The software is used to solve conventional physics and enables 

the handling of interconnected systems involving partial differential equations (PDEs). 

COMSOL is a versatile simulation software that models various physics and engineering 

phenomena, including heat transfer, fluid flow, and phase change. Appendix C present 

General description of equations governing heat transfer in porous media in COMSOL 

Multiphysics.  

3.4.2 Modeling approach 

Snow transitions to water when it reaches a temperature close to 0°C. Due to gravity, this 

water flows through the spaces between snow particles and either exits the pile or refreezes 

if the air temperature drops during this process. Modeling this phase change and subsequent 

water movement within the SMP is highly complex. It requires defining the velocity of 

water particles, modeling the cooling process, and accounting for the refreezing of water 

within the pile. Additionally, as snow melts and water exit the model, the geometry of the 
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pile changes due to the reduction in volume. This necessitates updating the model with new 

geometry and boundary conditions at each step, further complicating the simulation. In this 

study, the aim was first to model the snowmelt process by integrating various heat transfer 

mechanisms. The complexity of this task stems from the need to simulate the interactions 

between temperature fluctuations, solar radiation, ground conditions, and phase changes. 

Given these challenges, a simplified modeling approach was selected. Thus, the modeling 

of the melting process of SMPs was simplified to a phase change and conduction problem. 

In order to avoid the complexity of moving boundary conditions and mass balance issues, 

the melting problem was simplified to a phase change from snow to a thermal diffusivity 

material. This approach eliminates the need to solve complex equations related to the 

movement and exit of water from the model. This material also simplifies the model by 

avoiding the complications associated with the phase change from snow to water and a 

downward moving boundary condition. There is no need to model the movement or exit of 

water, nor to update the geometry and boundary conditions of the pile continuously. By 

using this high thermal diffusivity material, the model remained manageable while still 

capturing the essential heat transfer dynamics. Figure 3.3 illustrates the process modeling 

involved in this project. Although highly simplified, the obtained results are expected to 

represent well enough the snowmelt of SMPs. Results will be used to further interpret field 

results and discuss future applications, keeping in mind the main limitations brought by the 

simpliciations that were made. 
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          Figure 3.3 The process modeling of the project. 

3.4.3 Modeling approach 

In the following section, the model parameters will be presented. 

3.4.3.1 Geometry 

The shapes modeled in the software have approximately the same volume as those created 

in the field. However, the modeled piles have smooth surfaces without irregularities, 

whereas the field piles have surfaces with holes. Each SMP is developed and examined 

from multiple perspectives, with comprehensive details available in Table 3.4. 

Furthermore, Figure 3.4 depicts the geometry of SMPs within the COMOL software. 

Figures 3.4.a, 3.4.b, and 3.4.c illustrate cone, cubic, and ridge-shaped SMPs in 2022. 

Similarly, Figures 3.4.d, 3.4.e, and 3.4.f display the big cone, small cone, and ramp-shaped 

SMPs in 2023. 
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Figure 3.4 Shapes of the SMPs as defined in COMSOL (a) cone SMP, (b) cubic SMP, (c) 
ridge-shaped SMP in 2022, (d) big cone SMP, (e) small cone SMP, and (f) ramp-shaped 

SMP in 2023. 
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Table 3.3. Metrics of the SMPs specified in COMSOL Multiphysics. 

Parametre Cone 
(2022) 

Cubic 
(2022) 

Ridge-
shaped 
(2022) 

Big cone 
(2023) 

Small 
cone 

(2023) 

Ramp-
shaped 
(2023) 

Initial length (m) - 33 50 - - 30 

Initial width (m) - 33 25 - - 18 

Initial radius (m) 14 - - 23 20 - 

Initial height (m) 7.3 3.5 3.5 7.3 5.6 5.8 

Initial footprint 
(m2) 

615 1089 750 1661 1256 480 

 

3.4.3.2 Mesh 

Meshing is a critical component in SMP simulation, influencing both the precision of the 

results and the efficiency of the computational process. Mesh size is pivotal in determining 

the stability and accuracy of the simulation. As the mesh becomes finer, the solution 

converges towards a more accurate representation of the physical phenomena, resulting in 

more stable numerical results. 

While finer meshes enhance accuracy and stablity, they also demand more computational 

resources, resulting in longer simulation times. For several modeling purposes, medium 

dimension meshes are often used to ensure that the simulations remain both accurate 

enough and computationally feasible, avoiding excessively long run times (Hyun et al., 

2024). Overall, an optimization of the mesh size is favourable to ensure numerical stability 

and minimize computation time. In this study, the mesh size was optimized to balance 

numerical. 

Figure 3.5.a illustrates the average error of numerical modeling results for SMPs in 2022 

and 2023 using COMSOL, along with the total solution time depending on mesh size. 

According to this figure, a medium-mesh size (0.2-2m) results in an average error of 5% 

and a total solution time of 10 minute. Although finer mesh sizes yield slightly lower error 

rates, the significantly higher total solution times make the medium mesh size a more 

practical choice. 
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Figure 3.5.b shows the average error of numerical modeling results for SMPs in 2022 and 

2023 using COMSOL, along with the total solution time depending on time step.

According to this figure, time step of 1 hour results in an average error of 5% and a total 

solution time of 10 minute. Although finer time steps (30 minutes or 1 minute) yield lower 

error rates, the significantly higher total computation times make the time step of 1 hour a 

more practical choice.

Figure 3.5 (a) Average error of numerical modeing of SMPs in 2022 and 2023 in 
COMSOL and total solution time depending on the mesh density, and (b) on the time 

step.
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Given the substantial size of the snow piles, a medium-dimension mesh is employed to 

balance accuracy in the modeling process with manageable run times. This approach 

ensures that the simulations are both precise enough and efficient. The mesh sizes were set 

with a maximum dimension of 2 m and a minimum of 0.2 m for all the piles (Figure 3.6). 

In this project, time step considered in this numerical modeling is 1 hour to balance enough 

accuracy in the modeling process with manageable run times. 

COMSOL also has features that increase numerical stability and accuracy: 

- Fine Mesh Near the Surface and Coarser Deeper: COMSOL uses boundary layer 

meshing to create finer meshes near the surface of the snow piles and coarser 

meshes deeper within. This method captures important gradients more accurately 

close to the surface and favour convergence. 

- Convergence Criteria: Convergence criteria are imposed to ensure the accuracy of 

the solution. This involves setting tolerances for residuals or errors in the solution, 

ensuring that the simulation results are reliable and accurate. 

 

Figure 3.6 Mesh size on a SMP model. 
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3.4.3.3 Reference temperature, Tref 

When materials demonstrate temperature-dependent characteristics, such as thermal 

conductivity, specific heat, or material density, the reference temperature (Tref) serves as a 

fundamental point of reference to describe how these properties change with temperature 

(COMSOL, 2008). As temperature influences material properties, Tref enables the 

establishment of a standardized temperature value at which the material's properties are 

well-established and measured (COMSOL, 2008). The thermal strain (∈𝑡ℎ) due to 

temperature change is given by: 

∈𝑡ℎ= 𝛼(𝑇 − 𝑇𝑟𝑒𝑓)          (3.1) 

Where 𝛼 is the coefficient of thermal expansion. 

In this project, Tref is set to 0°C. By establishing Tref at 0°C, mathematical models and 

calculations become more straightforward. This simplification allows for easier 

comparison of temperature-dependent properties without the need to adjust for a non-zero 

reference point. Setting Tref to zero makes it easier to interpret changes in material 

properties. For instance, if the temperature is 5°C, it is immediately clear that it is 5 degrees 

above the reference temperature, simplifying the analysis and interpretation of results. In 

snow management, 0°C is particularly significant because it is the melting point of ice. 

Aligning your reference temperature with this critical physical property makes it easier to 

understand and predict the melting behavior of snow piles. 

3.4.3.4 Discretization type of temperature 

The PDE and weak form interfaces offer various shape functions with associated element 

orders, directly impacting the solution's accuracy and the number of degrees of freedom. 

Increasing the element order corresponds to refining the mesh uniformly. Most physics 

interfaces employ Lagrange elements, typically of order 1 to 5 (or 1 to 7 for the PDE and 

weak form interfaces), with 2 being the default order in many cases (COMSOL, 2008). In 

certain situations, where serendipity elements are available (e.g., in mathematics interfaces 

and Solid Mechanics interfaces for element orders 2, 3, and sometimes 4), they can be more 

efficient than Lagrange elements of the same order in terms of the number of elements and 

solution time, particularly for hexahedral meshes. However, they might also be more 
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sensitive to distorted mesh elements (COMSOL, 2008). In this case, the software 

automatically adjusts the numerical integration order based on the element orders specific 

to the physics involved in the model. Some physics interfaces utilize element types or lower 

element orders for specific field variables. Users can usually choose Shape function types 

and Element orders as Linear, Quadratic, Cubic, Quartic, or Quintic (corresponding to 

orders 1–5, respectively) (COMSOL, 2008). 

In this project, a linear function was chosen as the shape function. Linear elements, 

characterized by linear shape functions, simplify the mathematical formulation and 

computational process. This leads to faster solution times because the calculations are less 

complex compared to higher-order elements (Zohdi, 2015). Linear elements require fewer 

degrees of freedom and less memory, making them more efficient in terms of 

computational resources. This is particularly beneficial when dealing with large-scale 

problems or limited computational power (COMSOL, 2008). For problems where the 

solution does not involve significant curvature or bending, linear elements can provide 

sufficient accuracy. They are often adequate for problems involving simple geometries and 

boundary conditions (COMSOL, 2008). Linear elements also simplify the mesh generation 

process, especially for complex geometries. This can save time and reduce potential errors 

in the meshing stage (COMSOL, 2008). In this project linear elements are used in this 

project. 

3.4.3.5 Porous medium type 

In this project, the local thermal equilibrium (LTE) model has been chosen over other 

models. (see appendix C for more details) The LTE model assumes that the solid and fluid 

phases within the porous matrix are at the same temperature (Bansal and Suthar, 2024). 

This allows for a single unified heat transfer equation, simplifying the mathematical 

formulation and reducing computational complexity (Bansal and Suthar, 2024). Since the 

LTE model involves solving only one heat transfer equation, it requires fewer 

computational resources compared to the local thermal nonequilibrium (LTNE) model, 

which necessitates solving separate equations for the solid and fluid phases. This can lead 

to faster simulation times and lower memory usage (Bansal and Suthar, 2024). 
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3.4.3.6 Materials 

In the snow melting process model, the software defines two distinct materials: one 

representing snow and another with high thermal conductivity to simulate the downward-

moving boundary condition. The high thermal conductivity ensures a minimal temperature 

difference between the boundary condition and the actual value slightly below it. This 

material represents melting water and is replaced with air in the model. Essentially, the 

high thermal conductivity material allows the air function to be applied to the snow surface 

at each step while maintaining the shape and dimensions of the snow pile. This approach 

helps create a satisfactory simulation of the snow melting process by effectively modeling 

heat transfer and the interaction with air. Table 3.4 shows the properties of the materials 

for snow and the high thermal conductivity material as specified in the software. Snow 

density was determined using the average values from field measurements. The porosity, 

heat capacity, and thermal conductivity of the snow were estimated using equations 2.6, 

2.14, and A.5. For high thermal conductivity materials, natural options were considered. 

Copper, one of the most thermally conductive natural materials, can transfer heat quickly. 

Therefore, the high thermal conductivity material in question has properties similar to 

copper, and these values are predefined in the COMSOL software. 

Table 3.4 Material properties used for snow and the high thermal conductivity material as 
specified in COMSOL Multiphysics. 

Parametre Snow High thermal conductivity 
material 

Heat Capacity  1714 (J Kg-1 K-1) 390 (J Kg-1 K-1) 

Density  600 (Kg m-3) 8900 (Kg m-3) 

Thermal Conductivity 0.867 (W m-1 K-1) 390 (W m-1 K-1) 

Porosity  0.35 0.1 

 

3.4.3.7 Phase change temperature and latent heat 

The Phase change temperature between phase 1 and phase 2 Tpc, 1 → 2 should be set to define 

the center of the first transition interval. In this project, the following function is used to 
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change the phase of the materials. In this function, the phase change between snow and the 

high thermal conductivity material begins at -1°C and completes at 0°C (equation 3.2). 

This transition occurs continuously and smoothly, closely mimicking the natural 

phenomenon. Figure 3.7 shown the shape of thishe phase change function that was used to 

describe the phase change between snow and the high thermal conductivity model. The 

value of latent heat of phase change from water to ice is 333 kJ kg-1.

𝛼𝟏→𝟐 = 𝑒𝑥𝑝 (− (
𝑇−0

0.5
)

2

) ∗ (𝑇 < 0) + 1 ∗ (𝑇 ≥ 0)                    (3.2)

Where α𝟏→𝟐 is the phase transition between phase 1 (snow) and phase 2 (high conductive 

material), and T is the temperature (°C). 

Figure 3.7 Phase change temperature function. The x-axis indicates the temperature 
inside the pile and the y-axis indicates the phase transition.

3.4.3.8 Ground temperature, initial temperature and bottom boundary 

condition of SMPs

Figure 3.8 illustrates the typical evolution of temperature at the interface between SMPs 

and the ground at the beginning of the melting process, which occurs from the end of March 

to mid-May (further discussed in Chapter 4). According to the figure, the initial 

temperature of the SMPs was approximately -4.5°C, which rose to -0.1°C after six days. 



64 
 
The blue line in the diagram represents the regression used to define the equation in the 

software. The defined equation is used as bottom boundary condition:  

{
𝐷 ≤ 6: 𝑇 = 0.6357 ∗ 𝐷 − 4.5

𝐷 > 6: 𝑇 = −0.1
        (3.3) 

According to field data, the initial internal temperature of the SMPs was set to -5°C. 

 

 Figure 3.8 Evolution of the temperature at the SMP-ground interface in 2023. 

3.4.3.9 Calibration of a snow-surface temperature function based on 

measured air temperature and establishment of the SMP surface 

boundary condition 

Because air temperature fluctuates significantly from hour-to-hour and day-to-day during 

snowmelt, a calibrated surface boundary condition had to be developed to ensure numerical 

stability and convergence. The data from 2023 at Kirkland ECC station were first used to 

assess the best potential option to establish such boundary conditions. Such an approach 

came down to fit a polynomial curve representing the 100 days of snowmelt (more details 

in Chapter 4). Doing so resulted in the development of a site- and time-specific boundary 

condition that represented well the melting behavior of the tested SMPs and that could also 

be used to test different SMP sizes and configurations exposed to the 2023 Kirkland Lake 

climatic conditions. The same approach was then applied to the 2022 tested SMPs, using 

the Val D’Or station air temperature data (more details in Chapter 4). The 2022 climatic 
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conditions were used as ‘typical spring conditions’ in the modeling work that was done to 

extend the understanding of the melting behavior of SMPs in general (other sizes and 

configurations) whereas the 2023 climatic conditions were deemed representative of a 

rapid snowmelt. 
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CHAPTER 4 FIELD RESULTS AND MODEL CALIBRATION  

4.1 General approach 

This section presents the comprehensive field results gathered from the study, covering 

various aspects including temperature, precipitation, snow thickness, and their impact on 

SMPs. The data on temperature, precipitation, and snow thickness is analyzed to 

understand their effects on the study sites, including seasonal variations and their 

implications for the SMPs' performance. The observed snowmelt patterns of the SMPs are 

highlighted, showing differences in melting rates under various conditions. An assessment 

of snow density and its impact on the melting process is conducted, including 

measurements during different periods and their correlation with temperature changes. The 

effect of the slope on the performance of SMPs is examined. A comparison of the size 

parameters of SMPs is presented, detailing how size variations affect their performance. 

The efficiency of various sizes and shapes of SMPs is evaluated, providing a clear picture 

of which configurations yield the best results in terms of melting efficiency and stability. 

The relationship between temperature variations and the melting behavior of SMPs is 

explored, analyzing how different temperature profiles impact the rate and extent of 

snowmelt. The numerical modeling results are presented, showcasing the calibration and 

validation of the models used in the study. The results from field-tested SMPs are analyzed 

and compared with the numerical model predictions, helping to validate the accuracy of 

the models and providing insights into any discrepancies. Finally, a detailed comparison of 

the numerical modeling results and actual field results is provided, highlighting the 

strengths and limitations of the models and offering a comprehensive understanding of 

their reliability and accuracy in predicting the behavior of SMPs under various conditions. 

4.2 Field results 

The following sections will present the field results data. 

4.2.1 Temperature, precipitation, and snow height 

The temporal evolution of the average air temperature, precipitation and the thickness of 

the snow on the ground is provided at Figure 4.1 for 2022 (ECC-MSC VAL D’OR station) 
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and at Figure 4.2 for 2023 (ECCC KIRKLAND LAKE and ECCC-MSC VAL D’OR 

stations).  

In 2022, the average daily temperatures during the monitoring period ranged from -22°C 

to 23°C. The average air temperature fluctuated above and below 0°C. Notably, on 

February 26, 2022, the average temperature rose above 0°C for the first time. During this 

time, the thickness of natural snow on the ground varied slightly until April 23. Initially, 

the snow depth decreased until March 25, then increased until March 30. After March 30, 

the snow depth began to decline, and by April 24, all-natural snow had melted. During this 

melting period, the air temperature rose from -15 to 6°C. This indicates that natural snow 

was present from the start of the monitoring period until April 24. Ultimately snowmelt 

occurred for 2 weeks. Figure 4.1 shows that rising air temperatures significantly influenced 

snow melting. Conversely, when temperatures were below zero, snow melting slowed or 

halted. Additionally, increased rainfall contributed to snow melting. For instance, snowfall 

on March 24 increased the snow depth, while up to 15 mm of rain at the end of April 

accelerated the melting process. 
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Figure 4.1 (a) Daily climatic parameters recorded at the ECCC Val d’Or weather station, 
and (b) comparison of the snow on the ground measured at the ECCC-MSC Val d’Or 

with field measurements and LiDAR surveys.

In 2023, the average temperatures during the monitoring period ranged from a high of 12°C 

to a low of -12°C. The average air temperature has been above 0°C from 6 April. Unlike 

2022, the average air temperature in 2023 did not fluctuate above and below 0°C. Notably, 

on April 6, 2023, the average temperature rose above 0°C for the first time. During this 

time, the thickness of natural snow on the ground varied. Initially, the snow depth 

decreased to 60cm until March 31, then increased to 70cm until April 5. After April 6, the 

snow depth began to decline, and by April 14, all-natural snow had melted. The duration 

of snowmelt was 5 days. In 2023, one of the significant observations was the rapid 

snowmelt. Temperatures soared to over 20°C, causing the snow to melt almost entirely and 

very quickly. This indicates that natural snow was present from the start of the monitoring 
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period until April 14. Figure 4.1 and 4.2 show that rising air temperatures significantly 

influenced snow melting. Conversely, when temperatures were below zero, snow melting 

slowed or halted. Snowfall at the end of March increased the snow depth. Since mid-April, 

the snowfall has transitioned to rain due to rising temperatures. 

The evolution of snow thickness over time, as monitored by the ECCC weather station, 

manual measurement techniques, and LiDAR surveys at both 2022 and 2023, is depicted 

in Figure 4.1b and 4.2b. Notably, all measurement methods yielded comparable results for 

snow thickness, suggesting their reliability and consistency. Consequently, the ECCC's 

snow-on-ground curve can serve as an effective representation of site conditions.

Figure 4.2 (a) Daily climatic parameters recorded at the ECCC Kirkland weather station, 
and (b) comparison of the snow on the ground measured at the ECCC-MSC Kirkland and 

Val d’Or weather station with field measurements and LiDAR surveys.
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4.2.2 Snowmelt of SMPs 

Figure 4.3a depicts the volume changes for each of the SMP constructed in 2022 using 

both Lidar and SfM photogrammetry. The SMPs were constructed by March 11, 2022. The 

initial average volumes for the ridge-shaped, cubic, and cone SMPs were 2565 m³, 2275 

m³, and 1355 m³, respectively. Despite its smaller volume, the cone SMP took the longest 

to melt. In general, the reduction of pile volumes follows a same pattern. As mid-May 

approaches, the reduction rate of ridge-shaped and cubic piles accelerates, diverging from 

the behavior of the cone pile. On May 15, the cone pile's volume, previously lower than 

the others, surpasses theirs. The cubic pile volume reaches 0 m³ first on May 15, followed 

by the ridge-shaped pile, with the cone pile reaching 0 m³ on May 24. The discrepancy 

between LiDAR and SfM data measurements for the cone pile was smaller compared to 

the other two piles. The difference ranged from 50 to 100 m³ for the cone pile, whereas for 

the cubic and Ridge piles, the minimum difference was 350 m³, with the minimum error at 

the end of the period being 60 m³. 

Figure 4.3b illustrates the changes in footprint size for each SMP in 2022. Initially, the 

footprints for the ridge-shaped SMP, cubic SMP, and cone SMP were 1150 m², 965 m², 

and 665 m², respectively. Initially, the ridge-shaped pile had a larger footprint compared to 

the other piles. However, over time, the volume reduction rate of the ridge-shaped pile 

accelerated. By May 9, the footprint of the two ridge-shaped and cubic piles reached 600m², 

after which they followed the same decreasing trend. The footprint of these two piles 

continued to diminish after May 9. Meanwhile, the cone pile experienced a consistent 

reduction in footprint without fluctuations. Although it started with a smaller footprint, by 

May 15, the footprint of the cone pile exceeded that of the other piles. 

Figure 4.3c shows the heights of each SMP. The initial heights for the cone SMP, ridge-

shaped SMP, and cubic SMP were 7.32 m, 3.52 m, and 3.49 m, respectively. Initially, the 

cone pile was taller than the other piles. The height reduction process follows a consistent 

pattern. The height changes of the cubic and ridge-shaped piles were almost identical. On 

May 15, the heights of both the ridge-shaped and cubic piles reached 0m, while this 

occurred for the cone pile on May 24. The height reduction of the cone pile showed an 

increase on May 9. 
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The green line in Figure 4.3 illustrates that all-natural snow on the ground had melted by 

April 25th. This suggests that the creation of SMPs postponed the snowmelt by 2 to 5 

weeks.

Figure 4.3 (a) Volume, (b) footprint, and (c) height measured for the SMPs throughout 
the monitoring period as determined by LiDAR and SfM photogrammetry in 2022.

Boulanger-Martel et al. (2022) noted that the absolute volume obtained for each SMP at 

any given time varied slightly depending on the measurement method. While the measured 

heights and footprints of SMPs were similar, the overall volumes measured by LiDAR 
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were generally greater than those computed using SfM photogrammetry. These 

discrepancies are likely due to the limitations of LiDAR and SfM photogrammetry in 

capturing and representing all features and snow conditions associated with snowmelt. For 

instance, LiDAR may have poor signal returns when water is present, and SfM 

photogrammetry may struggle with over-saturated snow-covered zones (Boulanger-Martel 

et al., 2022). Despite these differences, the trends in the volumetric decreases of SMPs 

were consistent. 

In 2023, the construction of the SMPs was completed on March 23. The average initial 

volumes for the big cone, small cone, and ramped-shaped SMPs were 3628 m³, 2213 m³, 

and 1608 m³, respectively. Notably, the big cone SMP melted later than the other SMPs 

(Figure 4.4a). The volume discrepancy measured by LiDAR and SfM for the ramp-shaped 

pile started at 500 m³and decreased to 50 m³over time. This trend was similar for both the 

big cone and small cone piles. For the big cone and small cone piles, the maximum 

difference was 450 m³, while the minimum difference was 15 m³. The melting process of 

all three piles follows a consistent pattern, with fluctuations occurring on April 25. The 

volume of the ramp-shaped pile reached 0 m³ on May 4, followed by the small cone pile 

on May 11 and the big cone pile on May 19.  

Figure 4.4b illustrates the initial footprints for the big cone, small cone, and ramped-shaped 

SMPs were 1950 m², 1343 m², and 946 m², respectively. Like the volume change, the 

footprint change for all three piles follows a consistent pattern. The footprint of the ramp-

shaped pile reached 0 m² on May 4. The small cone's footprint dropped to 0 m² on May 11, 

followed by the big cone on May 19. 

Figure 4.4c illustrates the height of each SMP, with the initial heights being 7.6 m for the 

big cone, 5.80 m for the ramped-shaped, and 5.58 m for the small cone. The height 

reduction process for all three piles follows a similar pattern. Interestingly, the small cone 

pile initially had a lower height compared to the other piles, but after April 9, its height 

decreased more slowly than the ramp pile. This indicates that the ramp-shaped pile's height 

decreased at a faster rate. Ultimately, the height of the ramp-shaped pile reached 0 m on 

May 4, the small cone on May 11, and the big cone on May 19. 
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The green line in Figure 4.4 illustrates that all-natural snow on the ground had melted by 

April 20th. This suggests that the creation of SMPs postponed the snowmelt by 4 to 8 

weeks.

Differences in absolute volume measurements between SfM and Lidar similar to that of 

2022 were observed in 2023. Because the trends are similar, an average of both 

measurement methods will be used from now on to push the interpretation further.

Figure 4.4 (a) Volume, (b) footprint, and (c) height measured for the SMPs 
throughout the monitoring period as determined by LiDAR and SfM photogrammetry in 

2023.
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4.2.3 Assessment of snow density 

Throughout the entire duration spanning from the initiation of SMP construction until its 

eventual melting, there are fluctuations in the density of the snow. Figure 8c is segmented 

into three parts to illustrate distinct phases of snow density changes. In Part A, 23 snow 

density samples are presented from undisturbed ground conditions. Part B showcases 

density samples collected during SMP construction, while Part C depicts density 

measurements post-construction up to the onset of melting. Notably, there's a discernible 

increase in snow density from 250 kg m-3 to 600 kg m-3, indicating that SMP construction 

led to densification by reducing air voids within the snow structure through compaction. 

Further analysis in Part C reveals a subsequent rise in snow density, climbing from 600 kg 

m-3 to approximately 700 kg m-3 between late March and May, attributed to rising 

temperatures, and finally reached to 900 kg m-3 at the end of May. This heightened density 

is attributed to snowmelt and the consequent formation of water within the SMP. 

As spring arrived, SMPs contained a mixture of snow, ice, and liquid water (Figure 4.5b). 

Meltwater and rainwater percolated to the bottom, increasing the snow’s density, and 

creating more distinct layers. At the base, where the SMP met the tailings, there was an ice 

layer 10 to 20 cm thick with a density of approximately 910 kg m-3. Above this ice layer, 

a 10 cm thick capillary fringe had an average density of 850 kg m-3. The density decreased 

with height, averaging 600 kg m-3 at heights of 50 cm or more. Figure 4.5a illustrates this 

depth profile. The black-highlighted area indicates samples taken during the spring, while 

samples outside this area were collected in winter. These observations also show that a 20 

cm thick ice layer forms within the SMP after the melting process. 
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Figure 4.5 (a) The relationship between snow specific gravity at various elevations from 
the interface of SMP-tailings in 2022 and 2023, (b) The system involving snow, liquid 

water, and ice that formed within the SMP, and (c) Measured density variation of natural 
snow and compacted snow of both years

4.2.4 Effect of SMP’s slope angle

Utilizing varying equipment during the construction of SMPs results in different side 

slopes. Illustrated in Figure 4.6 are the slopes of six distinct SMPs erected in 2023 (Figure 

4.6b) and 2022 (Figure 4.6a). Notably, the slopes of SMPs in 2023 are softer compared to 

those built in 2022. This is essentially attributed to the construction methods; Utilizing a 

groomer yields to slopes much softer sloped than when loaders and bulldozers are used. 

Additionally, the variations in slope could be influenced by the contrasting sizes of the 

SMPs between the 2022 and 2023. Enlarging the SMP footprint may contribute to 

mitigating slope steepness.
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Among the six SMPs constructed, the conical SMPs in 2022, exhibited the steepest slope 

while the most gradual incline was observed in the small cone in 2023.  

Furthermore, it is important to note that a minimal slope on the SMPs can facilitate uniform 

melting of snow across all its sections. For instance, in 2023, SMPs have gradually attained 

slopes of less than 3 degrees over time, indicating a consistent decrease in SMP height 

corresponding to the reduction in footprint. This uniform slope contributes to an even 

melting process, ensuring that all sections of the piles melt at a similar rate.  

Conversely, in 2022, the slope of the SMPs remained steep for a longer period, not 

decreasing to less than ten degrees until the final stages of melting. This suggests that the 

rate of height reduction was not uniform, with steeper sections of the piles storing more 

snow per footprint unit, thereby melting at a different rate compared to flatter sections. The 

gradual decrease in slope angle throughout 2022 led to an uneven melting process, with 

sections of the piles melting at different rates. 

In contrast, the more drastic drop in slope observed in 2023 allowed for a more consistent 

melting pattern. The SMPs started with a steeper slope but quickly transitioned to a flatter 

angle, promoting uniformity in the melting process, and reducing the disparity in height 

reduction rates. This indicates that managing the slope of SMPs can significantly influence 

the melting behavior, with steeper slopes initially storing more snow per footprint unit but 

requiring more time to reach a uniform melting state. 

Thus, the management of slope angles in snow piles is crucial for ensuring an efficient and 

uniform melting process. The observed patterns in 2022 and 2023 illustrate how changes 

in slope can impact the melting dynamics and the overall reduction in snow pile volume 

and height. 
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Figure 4.6 Slope of SMPs built in (a) 2022 and (b) 2023.

4.2.5 Effect of configuration and climate on melting behaviour

To enable comparison of SMP effectiveness in managing snowmelt in the two different 

climatic contexts (of 2022 and 2023), the evolution of the fraction of key SMP metrics is

represented for the time from the beginning of the snowmelt (Figure 4.7). In Figure 4.7a, 

it is evident that volume reduction in SMPs in 2022 exhibits a consistent pattern, whereas, 

in 2023, this trend occurs in a staircase process. Notably, in early April, there is a notable

observation that initially, the small cone SMP experiences a greater volume loss compared 

to the ramped-shaped SMP, but by the third week of April, this pattern reverses, with the 

ramped-shaped SMP melting earlier than the cone SMP.

Figure 4.7b illustrates that the reduction in footprint in both years. In 2023, SMPs follows 

a similar trend until mid-April, after which the rate of reduction accelerates notably for the 

ramped-shape SMP. Conversely, in 2022, the cone SMP exhibits a faster decrease in 
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footprint area compared to the ridge shaped and cubic SMPs. Notably, the ratio of SMP 

footprint changes in 2023 consistently surpasses that in 2022. 

Examining Figure 4.7c reveals that the rate of height change in all SMPs follows a similar 

trajectory. Ramped-shaped SMP in 2023 and cubic SMP in 2022 reach zero height earlier 

than other SMPs. Despite the ramped-shape of the SMP in 2023 having greater height 

compared to the small cone SMP in 2023, the ridge shape SMP and cubic SMP in 2022, its 

dimensional changes diminish more rapidly, leading to an earlier melting. This underscores 

that height isn't the sole determinant influencing SMP melting; other factors such as volume 

play crucial roles as well.  

To explore how air temperature influences SMP temperature, thermal sensors were 

positioned within the ridge SMP at a 4.3 m height. Figure 4.7 illustrates the month-long 

fluctuations in both air temperature and SMP temperature in 2023. Throughout the month, 

air temperature displayed significant variation, predominantly below freezing, with 

sporadic periods above zero. The lowest recorded air temperature was approximately -

12°C, while the highest reached around 11°C. In contrast, SMP temperature remained 

relatively stable, consistently above freezing. However, it exhibited slight fluctuations 

correlating with changes in air temperature. The snow cover provided an insulating layer, 

which helped to buffer the SMP temperature against the more extreme fluctuations in air 

temperature. This insulation effect means that the SMP temperature did not drop as low as 

the air temperature during cold periods. The SMP exhibited a degree of thermal inertia, 

meaning it responded more slowly to changes in air temperature. This delayed response 

helped maintain a more stable temperature within the SMP. When the air temperature 

decreased, the SMP temperature also decreased but to a lesser extent. Similarly, when the 

air temperature increased, the SMP temperature rose, but not as dramatically. 

The lowest SMP temperature recorded was around -1°C and the highest was approximately 

1°C. The data suggests a relationship between air temperature and SMP temperature, 

although not identical. When air temperature decreased, SMP temperature followed suit 

but to a lesser extent. Conversely, when air temperature increased, so did SMP temperature, 

albeit less dramatically. This indicates some insulation effect, likely due to snow cover or 

water depth, and a degree of thermal inertia, resulting in delayed heating or cooling. The 
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important key is that in 2022, natural snow melted 46 days after the start of the monitoring 

period, whereas in 2023, it melted much faster, taking only 29 days.

Figure 4.7 Assessment of changes in the percentage of (a) volume, (b) footprint, and (c) 
height of SMPs.

To further examine the impact of size and shape, we plotted the average volume of melted 

snow (measured in m³) per m² of SMP footprint per day (Figure 4.8). The data was then 

converted to density to represent the snowmelt as meltwater. The data reveals a noteworthy 

disparity in that the amount of melted snow in 2023 SMPs surpasses that in 2022 SMPs. 

This discrepancy suggests that air temperature variations in 2023 were more pronounced, 
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exerting a substantial impact on snow melting dynamics. Particularly, the largest volume 

of melted snow is attributed to the big cone in 2023. 

In 2022, the air temperature in the region showed less variation compared to 2023. This 

conclusion is based on the observation that the volume of melted snow in the fluctuated 

only twice in 2022, whereas in 2023, the volume of melted snow fluctuated four times. 

Essentially, the more frequent fluctuations in 2023 indicate greater variability in air 

temperature, leading to more frequent changes in the amount of snow melting.

 

Figure 4.8 Variations of melted volume of snow between two consecutive surveys for the 

2022 and 2023 SMPs. 

To further explore the influence of air temperature on SMP melting, the degree-days of 

melting (DD) over the entire melting period (M) for each SMP has been calculated (Figure 

4.9a). DD is calculated according to the ICCC and represents the total average daily air 

temperature above 0°C. During the 64-day melting period, the big cone SMP recorded the 

highest DD value at 304°C-days, while the ramped-shaped SMP had the lowest DD value 

at 189.6°C-days. Among the 2022 SMPs, the highest DD value during the 70-day melting 
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period was observed in the cone SMP at 278.3°C-days, whereas the ridge-shaped SMP had 

the lowest DD value at 240.3°C-days over a 66-day melting period.  

 

Figure 4.9 (a) Total degree- day during melting process for each SMP, (b) comparation of 
cumulative degree- day and melting period in 2022, and (c) 2023. 
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Figure 4.9b illustrates the cumulative DD for the melted snow in 2022. Additionally, this 

figure presents the behavioral regression equation for each snow SMP, demonstrating the 

relationship between the amount of melted snow and DD. By rearranging the equation, 

equations 4.1, 4.2, and 4.3 can be derived for the cone, cubic, and ridge-shaped SMPs in 

2022. 

M = -0,0502DD2 + 22,609DD + 45,6        (4.1) 

M = -0,0446DD2 + 20,306DD - 17,629                  (4.2) 

M = -0,0299DD2 + 12,823DD - 42,07                  (4.3) 

Figure 4.9C also illustrates the cumulative DD for the melted snow in 2023. Additionally, 

this figure presents the behavioral regression equation for each SMP, demonstrating the 

relationship between the amount of melted snow and DD. By rearranging the equation, 

equations 4.4, 4.5, and 4.6 can be derived for the ramped-shaped, small cone, and big cone 

in 2023. 

M = -0,0407DD2 + 23,344DD + 256,01        (4.4) 

M= -0,0249DD2 + 14,299DD + 203,24       (4.5) 

M = -0,0394DD2 + 15,333DD + 98,529                (4.6) 

Utilizing the provided equations allows for the prediction of SMP melting based on DD, 

facilitating effective runoff management planning. 

The robustness of these equations in space and time can be assessed based on their ability 

to predict the melting of snow in different shapes and conditions over multiple years. Here 

are some key points: 

The equations are derived for different shapes of SMPs (cone, cubic, ridge, ramped-shaped, 

small cone, and big cone) in both 2022 and 2023. This indicates that the equations are 

adaptable to various geometries, suggesting spatial robustness. The ability to apply these 

equations to different shapes means they can be used in diverse physical settings. 

The equations are based on data from two different years. The consistency in the form of 

the equations across these years suggests that they can reliably predict snow melting over 
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time. The equations account for the cumulative degree days, which is a measure of 

accumulated temperature over time, further supporting their temporal robustness. 

The equations demonstrate a clear relationship between the amount of melted snow and the 

cumulative degree days. This relationship is captured through behavioral regression 

equations, which have been validated by the data from two consecutive years. The ability 

to rearrange and derive specific equations for different SMP shapes and years indicates a 

strong predictive capability. 

These equations' use for predicting SMP melting based on degree days facilitates effective 

runoff management planning. This practical application underscores their robustness, as 

they provide actionable insights for managing snowmelt and associated water resources. 

Overall, the equations appear to be robust both spatially and temporally, given their 

adaptability to different shapes and consistent performance over multiple years. They 

provide a reliable tool for predicting snow melting and effectively managing runoff. 

4.3 Numerical modeling results 

In the following sections, the numerical modeling results and their validation will be 

discussed. 

4.3.1 Calibration of air temperature function 

Figure 4.10 displays the adapted air temperature functions derived from Val d'Or and 

Kirkland station weather data.  Both graphs illustrate the construction of two different 

functions from meteorological data. In 2022, equation 4-7 covers the melting period; 

   (T = −5E − 05 ∗ D3 + 0.0091 ∗ D2 − 0.1673 ∗ D − 7)                          (4.7) 

 The purpose of having a temperature function is first to analyze the melting behavior of 

the pile and compare it with actual samples, and then to predict the melting of piles with 

different dimensions throughout 70 to 100 days. This last aspect will be discussed in 

Chapter 5. Similarly, for the 2023, equation 4-8 covers the melting period; 

     (T = 6E − 07 ∗ D4 − 0.0001 ∗ D3 + 0.0059 ∗ D2 + 0.1956 ∗ D − 5)        (4.8) 

This approach aims to reduce errors in predicting the long-term melting of snow piles. 
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Figure 4.10 (a) The adapted air temperature functions derived from Val d'Or, and (b) 
Kirkland station weather data. 

4.3.2 Numerical modelling of field-tested SMPs 

Figure 4.10 illustrates that the Ridge-shaped SMP in 2022 and Big cone SMP in 2023 have 

significantly more snow than other SMPs. Initially, the snow volumes in 2022 were 1547.4 

m3 for the cone SMP, 2223.4 m3 for the cubic SMP, and 2552.1 m3 for the ridge-shaped 

SMP (Figure 4.11a). In 2023, the initial volumes were 1827 m3 for the ramp-shaped SMP, 

2400.3 m3 for the small cone SMP, and 4142.7 m3 for the big cone SMP (Figure 4.11b). 
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During the snowmelt period in 2022, the ridge-shaped and cubic SMP volumes decreased 

more rapidly than the cone SMP. The melting durations were 76 days for the cone SMP, 

65 days for the cubic SMP, and 70 days for the ridge-shaped SMP. Notably, the initial 

volume of the ridge-Shaped SMP was about 1.7 times that of the cone SMP. 

In 2023, the small cone SMP melted faster than the ramp-shaped SMP after 30 days. The 

melting periods were 58 days for the ramp-shaped SMP, 53 days for the small cone SMP, 

and 70 days for the big cone SMP. Interestingly, although the small cone SMP had a larger 

initial volume than the ridge-shaped SMP, its height was lower. 

An additional crucial factor to consider is the impact of air temperature on SMP melting. 

Despite the two cone SMPs in 2022 and 2023 having identical heights, the snow volume 

in the 2022 cone SMP is roughly one-third of that of the 2023 cone SMP. Interestingly, the 

melting duration for in the 2022 cone SMP is five days longer than that in 2023. This 

observation underscores the importance of forecasting the air temperature when designing 

an optimal snow pile for a mining operation. 
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Figure 4.11 (a) Numerical Modeling of SMPs in 2022, and (b) in 2023.

4.3.3 Calibration of numerical modeling results and actual results

Figure 4.12 presents the results of numerical modeling alongside actual data for various 

SMPs in 2022 and 2023.  Figure 4.12a shows the cone SMP in 2022. This will be further 

investigated by comparing the measured and modeled SMP snowmelt behaviours. The 

melting duration was 73 days, while the model predicted 76 days, resulting in a 3-day 

overestimation and a 3.94% error. The average error for predicting the melting process was 

7.6%. Also, Figure 4.12b illustrates the cubic SMP in 2022. The actual melting duration 
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was 66 days, compared to the model's 65 days, leading to a 1-day underestimation and a 

1.5% error. The average error for the melting process of that SMP was 7.2%. In Figure 

4.12c, the ridge-shaped SMP in 2022 is depicted. The actual melting duration was 70 days, 

while the model predicted 69 days, resulting in a 1-day underestimation and a 1.42% error. 

The average error for the melting process was 4.64%. Figure 4.12d shows the big cone 

SMP in 2023. The actual melting duration was 67 days, compared to the model's 70 days, 

leading to a 3-day overestimation and a 4.47% error. The average error for the melting 

process was 4.86%. Figure 4.12e presents the small cone SMP in 2023. The actual melting 

duration was 59 days, while the model predicted 58 days, resulting in a 1-day 

underestimation and a 1.69% error. The average error for the melting process was 11.5%. 

Finally, Figure 4.12f illustrates the ramp-shaped SMP in 2023. The actual melting duration 

was 53 days, compared to the model's 58 days, leading to a 5-day overestimation and a 

9.4% error. The average error for the melting process was 4.73%. 
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Figure 4.12 (a), (b), and (c) numerical modeling VS actual results of cone, cubic, and 
ridge-shaped SMPS in 2022, and (d), (e), and (f) numerical modeling VS actual results of 

big cone, small cone, and ramp-shaped SMPs in 2023.

Overall, the numerical modeling showed an average error of 3.73% for predicting the 

melting duration and 6.75% for the melting process. It should be noted that the error range 

for predicting the melting process of piles varies between 2% and 25%, with the maximum 

error typically occurring in the middle of the melting process. The reasons for this error in

the melting process are discussed below. These results demonstrate accuracy for predicting 

the SMP melting behaviour. This approach will be used in Chapter 5 to further optimize 

SMPs at controlling snowmelt in TSFs. 
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The discrepancies observed between numerical modeling and fieldwork can be attributed 

to several factors: 

- Temperature Variability: The numerical model uses average daily temperatures to 

simulate snow melting. However, air temperatures fluctuate throughout the day, impacting 

the melting process in ways that the model does not account for. 

- Precipitation Effects: In the real world, snowfall and rain affect the snow pile's volume 

and influence its melting rate like the phenomenan in 2023. this phenomenon is often 

excluded from the numerical model, leading to inaccuracies. 

- Water Movement: The presence and movement of water within the snow pile significantly 

affect the melting process. The numerical model ignores these dynamics, resulting in 

errors. 

- Measurement Techniques: Errors can also stem from the methods used to measure the 

snow pile's volume, such as Lidar scanning and photogrammetry. These techniques, while 

advanced, can introduce inaccuracies that affect the overall modeling results. 

Considering these factors helps to better understand the limitations of numerical modeling 

and work towards improving the accuracy of predictions in future studies. 
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CHAPTER 5   GENERAL DISCUSSION 

In the earlier sections, a comprehensive description of the field data was provided, followed 

by the presentation of modeling results and their validation. The study modeled snow under 

three-dimensional conditions of varying dimensions using two distinct temperature 

functions. This section aims to further assess the impact of climate on the capacity of SMPs 

to control snowmelt. Thus, the snowmelt behavior of different SMP configurations under 

the climatic conditions of 2022 and 2023 were analysed by performing additional 

numerical analyses assessing the impact of height, volume, and air temperature functions 

on the melting duration. By comparing these factors, a comprehensive understanding of 

the snowmelt process for different SMP configurations is achieved. The relationship 

between the height of SMPs and their melting duration is examined further, revealing 

insights into how height affects snowmelt behavior under different climatic conditions. The 

impact of SMP volume on melting duration is also explored, highlighting significant 

correlations between volume, and melting rates. The effects of the two different air 

temperature functions on the melting duration of SMPs are analyzed, showcasing the 

sensitivity of SMPs to temperature variations. Additionally, the optimization of 

construction methods is discussed, providing recommendations for improving efficiency 

and effectiveness in real-world applications. Finally, the key findings and lessons learned 

from this study are summarized, offering valuable insights for future research and practical 

applications. 

5.1 Prediction of the snowmelt behavior of SMP configurations under the 

2022 and 2023 climatic conditions 

This section presents the comprehensive modeling results of 70 distinct combinations of 

SMPs configurations and climatic conditions. The analysis covers several key aspects: 

- Height and Melting Duration: The relationship between the height of the SMPs and 

the duration of their melting periods is explored, providing insights into how these 

two variables interact. The height of the piles for the cone SMP ranges from 3 to 

10 m; for the ramp-shaped SMP, from 3 to 10 m; for the ridge-shaped SMP, from 

3.5 to 9.5 m; and for the cube SMP, from 3.5 to 9.5 m. 
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- Volume and Melting Duration: The correlation between the volume of the SMPs 

and the time it takes for them to melt completely is examined. The volume of the 

piles for the cone SMP ranges from 509 to 5618 m3; for the ramp-shaped SMP, 

from 330 to 7350 m3; for the ridge-shaped SMP, from 2552 to 16204 m3; and for 

the cube SMP, from 2223 to 14985 m3. 

- Temperature function: The impact of varying the temperature function considered 

as a boundary condition for melting SMPs with identical shapes and dimensions is 

studied to provide a detailed understanding of how temperature influences the 

melting process. The 2022 temperature function is considered representative of 

typical snowmelt, while the 2023 temperature function represents rapid snowmelt. 

Empirical equations are presented to calculate both the height and the volume of SMPs 

based on their melting duration. This information is particularly useful for predicting and 

managing snow pile behavior in various conditions. Appendix D presents the geometric 

properties of the 70 modeled SMPs. Additionally, Appendix E provides detailed results for 

each SMP. 

5.1.1 Impact of height and volume on the duration of SMP snowmelt 

within their respective climatic conditions 

Generally, Figure 5.1 illustrates the relationship between the height of SMPs and the 

duration of their melting periods. The figure includes equations derived from the regression 

analysis of the modeling results, providing a clear visual representation of this relationship. 

To better identify the piles built in 2022 and 2023 (field-tested configuration), red circles 

are drawn around the respective piles in Figure 5.1. 
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Figure 5.1 (a) Relationship between height and melting duration in 2022, and (b) in 2023.

Figure 5.1 reveals that the cone SMP, despite its greater height than other piles, experienced 

a shorter melting period. This anomaly can likely be attributed to its smaller volume, a 

factor that will be examined in more detail in the subsequent section. The cubic and ridge-

shaped SMPs demonstrated nearly identical melting behaviors up to a height of 5.5 meters. 

Beyond this height, up to 9 meters, the ridge-shaped SMP exhibited a longer melting period 
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than the cubic SMP. Interestingly, this trend reversed beyond the 9-meter mark, with the 

cubic SMP taking longer to melt than the ridge-shaped SMP. 

Equations 5.1, 5.2, and 5.3 illustrate the relationships between the height and melting 

period for cone, cubic, and ridge-shaped SMPs in 2022. Additionally, equations 5.4 and 

5.5 depict the relationships between height and melting period specifically for cone-and 

ramp-shaped SMPs. These equations provide a mathematical framework for understanding 

how the height of different SMP geometries influences their melting durations, offering 

valuable insights for managing snow accumulation and melt in mining operations. 

H = -0,0021D2 + 0,5082D - 18,625           (5.1) 

H = -0,0019D2 + 0,4624D - 18,875            (5.2) 

H = 10,315ln(D) - 39,581                    (5.3) 

H = 6,9323ln(D) - 21,933                    (5.4) 

H = 6,2142ln(D) - 19,46         (5.5) 

Where H (m) is the height of SMP, and D (Day) is the melting duration. 

These observations suggest that the melting dynamics of SMPs are influenced by their 

height, volume, and shape, highlighting the complex interplay of these factors. The 

forthcoming sections will delve deeper into these relationships, comprehensively analyzing 

the melting behaviors of different snow pile geometries. 

Similary to Figure 5.1, Figure 5.2 illustrates the relationship between the volume of SMPs 

and the duration of their melting periods. The figure includes equations derived from the 

regression analysis of the modeling results, providing a clear visual representation of this 

relationship. 
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Figure 5.2 (a) Relationship between volume and melting duration in 2022, and (b) In 
2023.
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The shorter melting period of the cone SMP in 2022 is attributed to its smaller volume. 

Figure 5.2a illustrates that, despite the nearly equal volumes of all three SMPs in 2022, the 

cone SMP exhibits a longer melting period compared to the other shapes when volumes 

are considered. For instance, within the volume range of 2000 to 6000 m3, the cone SMP 

has a longer melting period than both the cubic and ridge-shaped SMPs. 

Furthermore, assuming a volume of 15,000 m3 for the cone SMP, the melting period is 

calculated to be 119 days based on the derived equation. This duration is almost equivalent 

to the melting period of a cubic SMP with the same volume and exceeds the melting period 

of a ridge-shaped SMP with a larger volume. 

Figure 5.2b depicts the relationship between volume and melting duration in 2023. The 

figure reveals an interesting phenomenon: despite having a larger volume than the ramp-

shaped SMP, the cone SMP has a shorter melting period. Specifically, for volumes of 4000 

m3 and above, the melting period of the cone-shaped pile is shorter than that of the ridge-

shaped pile, whereas, for volumes below this threshold, the cone SMP had a longer melting 

period. 

Equations 5.6, 5.7, and 5.8 illustrate the relationships between the volume and melting 

period for cone, cubic, and ridge-shaped SMPs in 2022. Additionally, equations 5.9 and 

5.10 depict the relationships between volume and melting period specifically for cone and 

ramp-shaped SMPs in 2023. These equations provide a mathematical framework for 

understanding how the volume of different SMP geometries influences their melting 

durations, offering valuable insights for managing snow accumulation and melt in mining 

operations. 

V = 2,421D2 - 170,58D + 1204,9               (5.6) 

V = 22502ln(D) - 92169                  (5.7) 

V = 3,8657D2 - 411,32D + 13405          (5.8) 

V = 2,9711D2 - 191,83D + 3581,8                     (5.9) 

V = 0,7617D2 - 14,351D - 152,29        (5.10) 
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Observations indicate that cone SMPs exhibited different melting behaviors in 2022 and 

2023. In 2022, the cone SMP, despite its smaller volume, had a longer melting period 

compared to other SMPs. Conversely, in 2023, the cone SMP, even with a larger volume, 

had a shorter melting period than the ramp-shaped SMP. 

This suggests that when air temperatures are moderate, the cone shape is the optimal form 

for extended melting periods, as shown in Figure 5.2a. However, under higher 

temperatures, the cone shape is less effective, resulting in a shorter melting period, as 

illustrated in Figure 5.2b. This difference in melting behavior could be attributed to the 

shape’s surface area exposure and heat absorption dynamics, which vary under different 

temperature conditions. 

5.1.2 Impact of height and volume on the duration of SMP snowmelt with   

in typical and rapid snowmelt conditions 

To thoroughly examine the impact of temperature variations on the melting process of 

SMPs, a detailed study has been conducted. This study involves re-modeling SMPs with 

the two temperature functions defined earlier. SMPs originally modeled using the 2022 

temperature function were re-modeled using the 2023 temperature function, and vice-

versa. This was done to test the melting behaviour of the SMP configurations in typical 

(2022) and rapid (2023) snowmelt conditions.  

This comprehensive approach will generate five sets of outputs, as shown in Figure 5.3, 

enabling a comparative analysis of how the two distinct temperature functions influence 

the melting behavior of the SMPs volume. Similar to Figure 5.3, Figure 5.4 shows a 

comparative analysis of how the two distinct temperature functions influence the melting 

behavior of the SMPs volume height. 

This investigation aims to provide deeper insights into the thermal dynamics and melting 

patterns under varying temperature conditions. 
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Figure 5.3 Impact of two temperature functions on volume change of (a) 2022 cone 
SMPs, (b) 2022 cubic SMPs, (c) 2022 ridge-shaped SMPs, (d) 2023 cone SMPs, and (e) 

2023 ramp-shaped SMPs volume.
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Figure 5.4 Impact of two temperature functions on height change of (a) 2022 cone SMPs, 
(b) 2022 cubic SMPs, (c) 2022 ridge-shaped SMPs, (d) 2023 cone SMPs, and (e) 2023

ramp-shaped SMPs volume.

Overall, the modeling results using the 2022 temperature data show a delay in the melting 

of SMPs, ranging from 30 days to 3 days. This underscores the crucial role of accurately 

predicting air temperatures in the proper design of SMPs. Figure 5.3a and 5.4a present the 

modeling results for the cone SMPs at Goldex mine, using the temperature functions of 

2022 and 2023. The variation in these temperature functions indicates that the melting 

period of the pile decreases from 30 days to 20 days as the air temperature rises. Figure 
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5.3b and 5.4b present the modeling results for the cubic SMPs at Goldex mine, using the 

temperature functions of 2022 and 2023. The variation in these temperature functions 

indicates that the melting period of the pile decreases from 25 days to 10 days as the air 

temperature rises. Finally Figure 5.3c and 5.4c present the modeling results for the ridge-

shaped SMPs at Goldex mine, using the temperature functions of 2022 and 2023. The 

variation in these temperature functions indicates that the melting period of the pile 

decreases from 25 days to 20 days as the air temperature rises. Figure 5.3d and 5.4d 

illustrates the modeling results for the cone SMP at Holt mine, modeled under the 

temperature functions of 2022 and 2023. The variation in temperature functions reveals 

that the melting period of the pile shortens from 30 days to 5 days as the air temperature 

increases. Figure 5.3e and 5.4e presents the modeling results for the ramp-shaped SMP at 

Holt mine, using the temperature functions of 2022 and 2023. The variation in these 

temperature functions indicates that the melting period of the pile decreases from 25 days 

to 3 days as the air temperature rises. This figure is less sensitive to changes in air 

temperature compared to other SMP shapes. 

In summary, for a typical winter with an average temperature between 0 and 1°C during 

the SMP melting period, the cone SMP's estimated volume and height can be calculated 

using equations 5.1 and 5.6. By inputting the desired melting duration into these equations, 

the estimated height and volume values can be obtained. Similarly, for cubic or ridge-

shaped SMPs under the same conditions, equations 5.2 and 5.7, as well as 5.3 and 5.8, are 

useful for determining height and volume. 

In contrast, during winters with higher average temperatures (between 3 and 4°C) during 

the melting period, equations 5.4 and 5.9 for cone SMP, and equations 5.5 and 5.10 for 

ramp-shaped SMP, are effective for calculating the height and volume. These equations 

allow for predictions and management of SMP behavior under varying temperature 

conditions. 

5.2 Optimisation of Construction Methods 

The goal of this section is to compare the advantages and disadvantages of civil and 

specialized equipment. When evaluating these types of equipment for snow management, 
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several key differences and advantages emerge, each influencing their suitability for 

various tasks. 

Civil equipment is characterized by its lower efficiency and relatively high ground 

pressure. This type of equipment is easily accessible and versatile, making it suitable for a 

wide range of applications beyond snow management. However, the lower efficiency 

means that it takes longer to cover a given area, which can be a significant drawback in 

time-sensitive operations. The higher ground pressure can also be a concern, particularly 

in environments where soil compaction or damage to underlying surfaces is an issue (Table 

5.1). 

In contrast, specialized equipment demonstrates significantly higher efficiency. This high 

efficiency makes it ideal for large-scale snow management tasks where speed and 

productivity are critical. Specialized equipment also exerts low ground pressure, reducing 

the risk of soil compaction and damage to surfaces, which is particularly beneficial in 

sensitive environments. However, this equipment is dedicated to specific tasks, meaning it 

may not be as versatile as civil equipment. Additionally, while the cost analysis is still in 

progress, specialized equipment typically involves higher initial investment and 

maintenance costs (Table 5.1). 

The primary advantage of civil equipment lies in its accessibility and versatility. It can be 

used for various tasks, making it a practical choice for operations that require flexibility. 

However, its lower efficiency and higher ground pressure can limit its effectiveness in 

large-scale or sensitive projects. 

On the other hand, specialized equipment excels in efficiency and minimal ground impact. 

Its ability to cover large areas quickly and with less environmental disturbance makes it 

ideal for extensive snow management operations. A detailed cost and operation analysis 

could provide further insights into the financial implications of using specialized 

equipment, but it is believed that the higher efficiency and lower ground pressure can 

justify the initial costs in many scenarios. 

The choice between civil and specialized equipment depends largely on the specific 

requirements of the project. For tasks requiring versatility and accessibility, civil 
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equipment is advantageous. However, for large-scale operations where efficiency and 

minimal ground impact are paramount, specialized equipment is the superior choice.  

Table 5.1 Optimization of construction methods. 

Civil equipment Specialized equipment 

Lower efficiency High efficiency 

Relatively high ground pressure Low ground pressure 

Easily accessible Dedicated equipment 

Various uses Cost analysis in progress 

 

5.3 Lessons learned  

At the outset of the project, it was assumed that modeling snow in the software would be a 

straightforward task. The initial plan was to utilize the physics of water flow in COMSOL 

software, along with the physics of phase change and heat transfer in porous media, to 

simulate snow melting. The project began with one-dimensional modeling, and the 

promising results suggested that an accurate model of snow pile melting could indeed be 

developed in COMSOL. 

Upon completing the one-dimensional phase, the project progressed to two-dimensional 

modeling, which was intended to be the final goal. Initially, the physics of heat transfer in 

a porous medium, phase change, and Richard's equations were employed. However, 

contrary to expectations, the software failed to accurately predict snow melting. 

Specifically, it could not correctly simulate the movement of water within the model. This 

issue became apparent when the model was unable to effectively transfer water from the 

SMP to the lower sections and eventually remove it from the system. Consequently, water 

retention within the SMP hindered the proper transfer of thermal energy to the lower snow 

layers, leaving the bottom layers unchanged and trapping water inside the pile. This 

problem ultimately caused the software to halt the modeling process. 

In response, the physics used in the water transfer section was modified. Darcy's law was 

introduced to simplify the water movement in the model. Although this change resulted in 
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slight improvements, the software still could not accurately model water movement, and 

the initial problem persisted. 

Further investigation suggested that improper meshing dimensions might be causing the 

error and preventing the model from effectively moving and expelling water. 

Consequently, a thorough review of meshing was undertaken. Despite testing over 30 

different meshing configurations, the software error continued. Additionally, fine meshing 

(with dimensions smaller than 0.2 m) significantly prolonged the modeling process. 

Ultimately, it was decided to simplify the approach further. Instead of modeling the phase 

change from snow to water and its subsequent removal from the model, a material with 

high thermal conductivity was used to simulate water movement. This entire process was 

the start of SMPs behavior numerical modeling which is useful to predict the volume of 

snowmelt and meltwater. The starting simple can still provide insight full results despite 

the downfalls. 

Preliminary 2D modeling brought-up the challenges of comparing modeling and field 

results. As a result, it was decided to proceed with three-dimensional modeling to enable a 

more accurate comparison of snow volume changes between the model and reality.  

During the initial phase of three-dimensional modeling, it was assumed that the average air 

temperature over the entire period could be used as a constant boundary condition. This 

assumption led to an average error of about 30% in predicting snowmelt between real data 

and the model. To address this, the temperature functions presented in this chapter were 

defined based on real meteorological data, significantly improve numerical results. 

Next, the effect of solar radiation was investigated using the physics of an external radiation 

source. This attempt aimed to measure the impact of sunlight on the walls of snow piles 

and determine the optimal slope for each shape. Despite extensive efforts, this modeling 

process was unsuccessful, leading to the removal of this part of the work from the project. 

Additionally, an attempt was made to model the impact of rainfall using the Physics of 

Transport of Diluted Species Module. This was done before the secondary water change. 

Like the previous issue, water was not correctly added to the model, only causing a 

decrease in ambient temperature on the pile's surface and being used for heating the water. 
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Due to the complexity and lack of success, this process was also removed from the 

modeling. 

In conclusion, the project faced numerous challenges and required several adjustments to 

the initial approach. The experience highlighted the importance of flexibility and the 

willingness to simplify models when necessary to achieve accurate and practical results. 
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CHAPTER 6 CONCLUSIONS AND RECOMMENDATIONS 

6.1 Conclusions 

A comprehensive review of studies on snow properties and heat transfer in snow provides 

valuable insights into the challenges and management strategies for snowmelt. This review 

evaluates various approaches to modeling heat transfer in snow, comparing the advantages 

and disadvantages of different models. It discusses the challenges associated with snow 

modeling and provides an overview of the current state of snow heat transfer modeling. 

Additionally, the review highlights the use of COMSOL software to model heat transfer in 

snow, explaining the necessary physics and key parameters that must be defined in the 

software. 

The main objective of this research was to evaluate the effectiveness of SMPs in regulating 

the winter water balance of TSFs. Specifically, the study aimed to assess how SMPs can 

moderate snowmelt rates, reduce peak meltwater flows, and stagger spring runoff. To 

achieve this, three pilot-scale SMPs were constructed at the Holt mine in Kirkland, Ontario, 

2023 using a Prinoth groomer, and another three at the Goldex mine in Val d’Or, Quebec, 

2022 using a loader and bulldozer. 

In 2022, the SMPs were designed in three shapes: a cone with an initial volume of 1135 

m³, a footprint of 665 m², and a height of 7.3 m; a cube with an initial volume of 2275 m³, 

a footprint of 965 m², and a height of 3.5 m; and a ridge shape with an initial volume of 

2565 m³, a footprint of 1150 m², and a height of 3.5 m. The cone SMP melted in 70 days, 

the cubic SMP in 68 days, and the ridge-shaped SMP also in 68 days. In contrast, natural 

snow melted in 46 days from the start of the monitoring period, indicating that the SMPs 

delayed snowmelt by 3 to 4 weeks. 

In 2023, the SMPs were redesigned with different shapes and sizes: a large cone with an 

initial volume of 4130 m³, a footprint of 1950 m², and a height of 7.33 m; a ramp shape 

with an initial volume of 2650 m³, a footprint of 1343 m², and a height of 5.5 m; and a 

small cone with an initial volume of 1600 m³, a footprint of 946 m², and a height of 5.6 m. 

The large cone SMP melted in 64 days, the ramp-shaped SMP in 49 days, and the small 

cone in 57 days. Natural snow melted in 29 days from the start of the monitoring period, 
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showing that the SMPs delayed snowmelt by 3 to 5 weeks. These designs were used to 

investigate the impact of size and shape on snowmelt dynamics.  

Changes in the SMPs, including volume, height, and footprint, were monitored using 

LiDAR and SfM photogrammetry techniques over ten weeks, with data collected between 

eight and eighteen times. Meteorological data revealed two distinct patterns of behavior in 

2022 and 2023. In 2022, winter conditions were typical, resulting in natural snow melting 

over 46 days. Conversely, in 2023, warmer temperatures led to a much quicker snowmelt, 

taking only 29 days. Snow density measurements were also obtained through core sampling 

at different intervals during the observation period. The results indicated that SMPs 

effectively increased the duration of snowmelt, prolonging the process by approximately 

four to six weeks. The volume and height of SMPs emerged as critical factors influencing 

their ability to stagger snowmelt. 

The modeling efforts, including both the unsuccessful attempts and the final successful 

model, were discussed in detail. These efforts aimed to simplify the process and reduce 

model error. The results showed that the prediction of snow melting behavior during the 

melting period had an average error of 6.75%, while the error rate for predicting the entire 

length of the snow melting period was less than 4%. Based on these modeling results, snow 

melting prediction charts were developed, considering the dimensions, shape, and cost of 

snow pile construction. These charts assist miners in reducing the geotechnical hazards of 

tailings dams by managing spring snowmelt. 

To derive equations for the height and volume of SMPs with the required melting period, 

70 piles were modeled, and the relevant equations were determined. It was found that cone-

shaped SMPs are highly sensitive to temperature changes, while ridge-shaped SMPs are 

less sensitive and exhibit consistent performance across different temperatures. In another 

section, a comparison was made between the use of construction and specialized 

equipment, detailing the benefits and drawbacks of each. Furthermore, the study concluded 

that SMPs can help mitigate environmental and geotechnical risks associated with rapid 

snowmelt, potentially reducing the need for additional storage and treatment facilities 

during extreme events. This is particularly important in the context of climate change, 

where predicting future weather patterns is becoming increasingly challenging. 
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6.2 Recommendations  

Here are some recommendations for future snow management and modeling projects: 

- SMPs can be highly effective in mitigating the impacts of freshet on tailings dams and 

water management infrastructures. Implementing these practices helps manage the sudden 

influx of water during snowmelt periods, reducing potential damage and improving overall 

water management.  

- There is a need for more research to develop and refine adaptive and autonomous 

monitoring tools. These tools can provide real-time data, enhancing the accuracy and 

responsiveness of snow management systems. 

- Advancement in Snowmelt Process Modeling: Further research is essential to advance 

the modeling of snowmelt processes (SMP melting). This includes developing more 

accurate physics-based models that can better predict the dynamics of snowmelt, leading 

to improved management strategies. 

- Utilize Real-Time Meteorological Data: Incorporate current meteorological data into your 

models to ensure that simulations reflect real-world conditions accurately. 

By following these recommendations, future projects can achieve more precise and reliable 

results in snow management and modeling. 
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APPENDIX A Computing the thermal conductivity of snow 

A.1 Computing the thermal conductivity of snow 

By using equation (2.10), the thermal conductivity of snow can be predicted using 

regression equation and based on index of hardness and porosity index (Usowicz et al, 

2008): 

𝜆 = 𝑎. 𝑒𝑥𝑝 𝐻𝑐 + 𝑏. ∅ + 𝑐                    (A.1)  

Where λ (W m-1 K-1) is the thermal conductivity; a, b, c are the parameters indicated by B 

coefficients; ∅ (m3 m-3) is the volumetric snow water content; Hc is the index of hardness 

(Sturmet al., 2002).  

After examining the influencing factors on the thermal conductivity of snow, the models 

presented by researchers in recent years are shown to estimate it. 

In the literature, there are several thermal conductivity models for snow (Sturm et al., 1997; 

Ostin and Andersson, 1991; Lange, 1985; Reimer, 1980; Côté and al., 2012). Generally, 

they are obtained by logarithmic, exponential, or power regressions between the effective 

thermal conductivity (λeff) and the density, presented in Table 2.7. These models do not 

consider the effects of temperature and grain size, but they are easy to use. Figure A.1 

shows the regression equations (thermal conductivity vs. density) by 15 different authors 

for the time 1892 to 2012. Abel's regression equation,1892 is an equation that is used as a 

reference to predict thermal conductivity. There are large (and mostly undocumented) 

differences in accuracy, temperature, and snow type in these datasets between 1892 and 

1997. By dividing the steady-state heat flow by the steady-state temperature gradient, the 

thermal conductivity is determined. This method has been employed in three investigations 

(Jansson, 1901; De Quervain, 1956; Pitman and Zuckerman, 1967), but only the most 

recent study used a guarded form of heated plate, a method that is now acknowledged as 

crucial if correct results are to be obtained (Sturm et al., 1997). 
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Table A.1 Equations obtained by different types of regression (Sturm et al.1997) 

 

Reference Temperature [˚c] Regression equation 

Adel’s, 1892 -10 to -30 𝜆 = 102.846 𝜌2 

Jansson, 1901 -2 to -13 𝜆 = 0.02093 + 0.7953 𝜌 + 2.512 𝜌4 
 

VanDusen, 1929 - 𝜆 = 0.021 + 0.42 𝜌 + 2.16 𝜌3 
 

Devaux, 1933 -5 to -20 𝜆 = 0.0293 +  2.93 𝜌2 
 

Bracht, 1949 -3 to -13.5 𝜆 = 2.051 𝜌2 
 

Kondrat’eva, 1954 -2 to 13.5 𝜆 = 3.558 𝜌2 
 

Sulakvelidze, 1955 -2 to -13 𝜆 = 0.5107 𝜌 
 

Yosida et al. 1955 -1 to -6 𝜆 = 10−1.378+2𝜌 
 

Lange, 1985 -4 to -20 𝜆 = 10−3+6.9 𝜌 
 

Ostin and 
Andresson, 1991 

-6.5 to -19.9 𝜆 = −0.0871 + 0.439 𝜌 + 1.05 𝜌2 
 
 

Sturm et al. 1997 -1 to -77 λ= 0.138 – 1.01 ρ + 3.233 ρ2, 0.156 ≤ ρ ≤ 0.6 

λ= 0.023 + 0.234 ρ,  ρ ≤ 0.156 
λ= 10-1.652+2.650 ρ 

Côté et al. 2012 -12 
𝜆 =

(𝜆𝑔𝑙𝑎𝑐𝑒𝑘2𝑝 − 𝜆𝑎𝑖𝑟)(1 − 𝑛) + 𝜆𝑎𝑖𝑟

1 + (𝑘2𝑝 − 1)(1 − 𝑛)
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Transient approaches involve heating a source that is initially isothermal and in steady state 

within a block of snow using a point, line, or plate (Sturm et al., 1997). The temperature of 

the snow at or close to the source is used to calculate the thermal conductivity. There have 

been utilised numerous heat source and temperature probe configurations. Cylindrical and 

spherical heat sources were used by Devaux (1933). Two parallel needles, one holding a 

heater and the other a temperature-measuring device, were utilised by Bracht (1949). Jaafar 

and Picot (1970) employed a single needle that had both a heater and a thermometer. A 

heated plate was put into a block of snow that had previously included thermocouples by 

Kuvaeva and colleagues (1975). A heated strip that was inserted in frost samples was 

utilised by Stin and Andersson in 1991. 

As shown in Table 2.8, In 1997, Sturm et al. Presented an updated set of 488 measurements 

with known temperature, type, and measurement accuracy. In quadratic form: 

𝜆 =  {
0.138 − 1.01𝜌 + 3.233 𝜌2                     0.156 ≤  𝜌 ≤ 0.6
0.023 +  0.234 𝜌                                                   𝜌 ≤ 0.156

                  (A.2) 

A logarithmic expression can also be used.: 

𝜆 = 10−1.652+2.650 𝜌                                              𝜌 ≤ 0.6                   (A.3) 

When estimating values that are outside the range of the data, the first regression performs 

better than the second when estimating values for low-density snow. Snow types produced 

by kinetic growth exhibit behavior irrespective of density within the data set. Strong 

density dependence can be seen in wind-blown snow and rounded grain. The mean density 

of the new data set is higher than that of the previous data set, although the mean thermal 

conductivity is lower. This shift is explained by variations in the types of snow and sample 

temperatures between the sets. We demonstrate that there are well-defined limits to the 

geometric forms that naturally occurring seasonal snow can adopt using both data sets 

(Sturm et al., 1997). 

These equations, along with the rest of the equations in Table A.1, provide a satisfactory 

correlation for typical porosities but do not adhere to the theoretical bounds anticipated at 

low and high porosities.  
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By utilizing a relative thermal conductivity model for porous 2-phase materials created by 

Côté and Konrad (2009), Côté and al. (2012) aimed to solve this issue. The latter limits the 

solid's and fluid's respective solid and fluid thermal conductivity values: 

𝜆𝑟𝑒𝑙 =
𝜆𝑒𝑓𝑓−𝜆𝑓

𝜆𝑠𝑜𝑙𝑖𝑑−𝜆𝑓
                    0 ≤  𝑘𝑟  ≤ 1        (A.4) 

Where λrel is the relative thermal conductivity, λeff (W m-1 °C-1) is the effective thermal 

conductivity of the snow sample, λf (W m-1 °C-1) and λsolid (W m-1 °C-1) are the thermal 

conductivities respectively fluid and solid. 

Effectively, Equation A.4 produces a value of λrel of 0 for air and 1 for ice. By using an 

empirical parameter, Côté and Konrad (2009) were able to establish a connection between 

the relative thermal conductivity and the porosity of the porous material: 

𝜆𝑟𝑒𝑙 =
𝜅2𝑝(1−𝑛)

1+(𝜅2𝑝−1)(1−𝑛)
         (A.5) 

Where κ2p is the empirical parameter that considers the structure of materials, namely the 

size, shape, and organization of the grains in a granular material. 

 

Figure A.1 Regressions developed are shown for comparison. 
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A.2 The range of potential values for κ2p 

The range of potential values for κ2p as a function of the ratio λf/λs is depicted in Figure 

A.2, which is taken from Côté and al. (2012) and is based on the restrictions of Hashin and 

Shtrikman (1962) that fall within the restrictions of Weiner (parallel and series thermal 

circuit). The higher and lower Hashin and Shtrikman limitations are represented by the 

HSH and HSB limits, whereas the upper and lower Weiner limits are represented by the 

WH and WB limits. The following equations are used to derive these limitations (Côté and 

Konrad, 2009): 

        𝜅2𝑝,𝐻𝑆𝐻 =
𝜆𝑓

3𝜆𝑠
+

2

3
                    (A.6) 

        𝜅2𝑝,𝐻𝑆𝐵 =
3(𝜆𝑓/𝜆𝑠)

1+2(𝜆𝑓/𝜆𝑠)
         (A.7) 

              𝜅2𝑝,𝑊𝐻 = 1                       (A.8) 

        𝜅2𝑝,𝑊𝐵 =
𝜆𝑓

𝜆𝑠
             (A.9) 

Pitman and Zuckerman (1968) data were used to determine the λf/λs ratio's variation range, 

which is 0.0054 to 0.019. This variation is mostly caused by how f and s change as a 

function of temperature (-5 to -88°C), as determined by Côté et al (2012). Therefore, for 

the lowest λf - λs and for the larger ratios, the value of κ2p can change between 0.016 and 

0.668 and between 0.055 and 0.673. The potential values of κ2p are displayed in the shaded 

area of Figure A-2. 
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Figure A.2 Possible values and illustration of limits for κ2p (redrawn from Côté and al., 
(2012)). 

The developed thermal conductivity model of Côté et al. (2009 and 2012) 

By substituting the expression from equation 2.14 for the term in equation 2.13's λrel, one 

can derive a direct relationship for the conductivity of snow as a function of the parameter 

κ2p and the conductivity values of ice and air. The equation that results is: 

               𝜆 =
(𝜆𝑔𝑙𝑎𝑐𝑒𝜅2𝑝−𝜆𝑎𝑖𝑟)(1−𝑛)+𝜆𝑎𝑖𝑟

1+(𝜅2𝑝−1)(1−𝑛)
      (A.10) 

Where λice (W m-1 °C-1) is the conductivity value of ice and λair (W m-1 °C-1) is the thermal 

conductivity of air. 

Regardless of the value of κ2p falling within the acceptable ranges, this equation respects 

the theoretical bounds for the projected theoretical conductivity. As determined by Côté 

and al. based on the findings of Pitman and Zuckerman (1967), the value of ice can be 

estimated as a function of the temperature T (°C) as follows:  

𝜆𝑔𝑙𝑎𝑐𝑒 = 2.22 − 0.011 𝑇      (A.11) 

Côté et al. (2012) claim that the equation developed from the data put forth by Pitman and 

Zuckerman (1967) is how the thermal conductivity of the air in the sample is determined: 
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  𝜆𝑎𝑖𝑟 = 0.072(−𝑇)−0.32   (A.12)

Pitman and Zuckerman (1967) measured the thermal conductivity of snow samples at 

temperatures ranging from -5 to -88°C, and Côté and al. (2012) developed a helpful relation 

to determine κ2p as a function of the ratio λf/λs:

    𝜅2𝑝 = 18.7(
𝜆𝑎𝑖𝑟

𝜆𝑔𝑙𝑎𝑐𝑒
)1.05   (A.13)

Figure A.3 is drawn from Equation A.13. The models from Sturm et al. (1992) and Côté et 

al. (2012) were utilized in comparison to this study. The first was a compilation of prior 

findings, while the second provided theoretical foundations and relied on the boundaries 

of the physical properties of air and ice.

Figure A.3 κ2p values for compacted snow at various temperatures (Côté et al., 2012).
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APPENDIX B Effective thermal conductivity type in COMSOL 

Multiphysics 

There are eight different types for effective thermal conductivity in COMSOL 

Multiphysics: 

B.1 Plane layers parallel to heat flow 

The default option of "Plane layers parallel to heat flow" computes the effective 

conductivity of the solid-fluid system by taking the weighted arithmetic mean, or volume 

average, of the conductivities of both the fluid and the porous matrix. 

𝜆𝑒𝑓𝑓 = 𝜃𝑠𝑜𝑙𝑖𝑑𝜆𝑠𝑜𝑙𝑖𝑑 + 𝜀𝑝𝜆𝑓        (B.1) 

B.2 Plane layers perpendicular to heat flow 

The "Plane layers perpendicular to heat flow" option computes the effective conductivity 

of the solid-fluid system by taking the weighted harmonic mean, or reciprocal average, of 

the conductivities of both the fluid and the porous matrix. 

1

𝜆𝑒𝑓𝑓
=

𝜃𝑠𝑜𝑙𝑖𝑑

𝜆𝑠𝑜𝑙𝑖𝑑
+

𝜀𝑝

𝜆𝑓
           (B.2) 

B.3 Power law 

The "Power law" option computes the effective conductivity of the solid-fluid system by 

taking the weighted geometric mean of the conductivities of both the fluid and the porous 

matrix. 

𝜆𝑒𝑓𝑓 = 𝜆𝑠𝑜𝑙𝑖𝑑
𝜃𝑠𝑜𝑙𝑖𝑑 . 𝜆𝑓

𝜀𝑝        (B.3) 

B.4 Solid spherical inclusions 

The "Solid spherical inclusions" option calculates the effective conductivity of the solid-

fluid system using a specific method or formula.  

    𝜆𝑒𝑓𝑓 = 𝜆𝑓
2𝜆𝑓+𝜆𝑠𝑜𝑙𝑖𝑑−2(𝜆𝑓−𝜆𝑠𝑜𝑙𝑖𝑑)𝜃𝑠𝑜𝑙𝑖𝑑

2𝜆𝑓+𝜆𝑠𝑜𝑙𝑖𝑑+(𝜆𝑓−𝜆𝑠𝑜𝑙𝑖𝑑)𝜃𝑠𝑜𝑙𝑖𝑑
                       (B.4) 
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B.5 Fluid spherical inclusions 

The "Fluid spherical inclusions" option calculates the effective conductivity of the solid-

fluid system using a specific method or formula. 

   𝜆𝑒𝑓𝑓 = 𝜆𝑠𝑜𝑙𝑖𝑑
2𝜆𝑠𝑜𝑙𝑖𝑑+𝜆𝑓−2(𝜆𝑠𝑜𝑙𝑖𝑑−𝜆𝑓)𝜀𝑝

2𝜆𝑠𝑜𝑙𝑖𝑑+𝜆𝑓+(𝜆𝑠𝑜𝑙𝑖𝑑−𝜆𝑓)𝜀𝑝
          (B.5) 

B.6 Wrapped screen 

The "Wrapped screen" option computes the effective conductivity of the solid-fluid system 

using a specific method or formula.  

   𝜆𝑒𝑓𝑓 = 𝜆𝑓
𝜆𝑓+𝜆𝑠𝑜𝑙𝑖𝑑−(𝜆𝑓−𝜆𝑠𝑜𝑙𝑖𝑑)𝜃𝑠𝑜𝑙𝑖𝑑

𝜆𝑓+𝜆𝑠𝑜𝑙𝑖𝑑+(𝜆𝑓−𝜆𝑠𝑜𝑙𝑖𝑑)𝜃𝑠𝑜𝑙𝑖𝑑
               (B.6) 

B.7 Sintered metal fibers 

The "Sintered metal fibers" option computes the effective conductivity of the solid-fluid 

system using a specific method or formula. 

   𝜆𝑒𝑓𝑓 = 𝜀𝑝
2𝜆𝑓 + 𝜃𝑠𝑜𝑙𝑖𝑑

2𝜆𝑠𝑜𝑙𝑖𝑑 +
4𝜀𝑝𝜃𝑠𝑜𝑙𝑖𝑑𝜆𝑓𝜆𝑠𝑜𝑙𝑖𝑑

𝜆𝑓+𝜆𝑠𝑜𝑙𝑖𝑑
                   (B.7) 

B.8 Equivalent thermal conductivity 

It is also feasible to directly define λeff. When choosing "Equivalent thermal conductivity" 

from the Effective thermal conductivity options, a specific value for λeff must be provided. 

The default λeff value is derived from the material properties. If a Porous Material node is 

activated, the property from the Homogenized Properties section is used.  
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APPENDIX C Heat Transfer Equations in Porous Media in COMSOL 

Multiphysic 

Applying the mixture rule to the energies in the heat transfer equations of solid and fluid 

allows derivation of the equation for heat transfer in porous media, assuming no 

deformation or movement of solids (Bejan, 2013):  

𝜌𝑠𝑜𝑙𝑖𝑑𝐶𝑝,𝑠𝑜𝑙𝑖𝑑
𝜕𝑇𝑠𝑜𝑙𝑖𝑑

𝜕𝑡
+ 𝛻. 𝑞𝑠𝑜𝑙𝑖𝑑 = 𝑄𝑠𝑜𝑙𝑖𝑑       (C.1) 

Where ρsolid is the density of solid (Kg m-3), Cp,solid is the solid heat capacity at constant 

pressure, Tsolid is the temperature of solid phase, and qsolid is the conductive heat flux in 

solid phase (J m-2). For the fluid domain, the equation simplifies by neglecting pressure 

work and viscous dissipation (COMSOL, 2008): 

𝜌𝑓𝐶𝑝,𝑓
𝜕𝑇𝑓

𝜕𝑡
+ 𝑝𝑓𝐶𝑝,𝑓𝑢𝑓 . 𝛻. 𝑞𝑓 = 𝑄𝑓        (C.2) 

Multiplying equation C.1 by the solid volume fraction, and equation C.2 by the porosity, 

and then summing the results allows for the application of the mixture rule (COMSOL, 

2008). 

The hypothesis of local thermal equilibrium states that the temperature of both fluid and 

solid phases is the same (COMSOL, 2008): 

𝑇𝑓 = 𝑇𝑠𝑜𝑙𝑖𝑑 = 𝑇         (C.3) 

The section Local Thermal Equilibrium below explains the theory behind this hypothesis. 

The section Local Thermal Non-Equilibrium shows the theory for using two temperatures 

to model heat transfer in porous media (COMSOL, 2008). 

As stated in Equation C.3, the classical local equilibrium hypothesis for heat transfer in 

porous media assumes that the solid and fluid temperatures are equal at each point 

(COMSOL, 2008). The derivation of the energy equation using this assumption, which is 

valid for many applications, is explained in the Local Thermal Equilibrium section below. 

Nield in 1998 demonstrates that the temperatures of solid and fluid are the same in steady 

conduction problems where only fixed temperature conditions are applied. Many problems 
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with slow motion can also assume that the phase temperatures are equal if there is no 

difference in volumetric internal heating between the two materials. 

For conduction in porous plates, Minkowycz et al., 1998 gives criteria based on the 

dimensionless Sparrow number, Sp, to determine if temperature equilibrium is still valid or 

if a non-equilibrium point of view is better. Amiri and Vafai in 1998 studied how the Darcy 

number, Da, and the ratio of phase conductivities affect transient heat transfer in packed 

beds. The Sparrow and Darcy numbers are given by: 

    𝑆𝑝 =
ℎ𝑠𝑓𝐻𝑡2

𝜆𝑝𝑒𝑓𝑓𝑟ℎ
 , 𝐷𝑎 =

𝐾

𝑑2                    (C.4) 

Where hsf the interstitial heat transfer coefficient between solid and fluid phases                  

(W m-2 K-1)), Ht is the plate layer thickness (m), λpeff is the equivalent thermal conductivity 

of the porous medium (W m-1 K-1), rh is the hydraulic radius (m), K is the permeability 

(m2), and d is the average particle diameter (m). 

Amiri and Vafai, 1998, and Minkowycz et al., 1999, indicate discrepancies in temperature 

between phases with low values of Sp (less than 100 or 500) and high values of Da (10-7). 

However, assessing the validity of local thermal equilibrium is generally not 

straightforward (COMSOL, 2008). Instead of assuming that the two phases of the porous 

medium have the same temperature, the Local Thermal Non-Equilibrium approach, 

explained below, uses two separate energy equations to calculate two different temperature 

fields for each phase (COMSOL, 2008). This method increases the number of variables to 

solve, but it also offers a more general framework for heat transfer in porous media without 

having to check the validity of the equilibrium assumption (COMSOL, 2008). 

C.1 Local Thermal Equilibrium 

According to Equation C.5, the solid and fluid phases of the porous medium share the same 

temperature, T, under the local thermal equilibrium hypothesis. The Heat Transfer in 

Porous Media Interface uses a different form of the heat equation (Bear et al., 1990), which 

is based on T, to solve for heat transfer in porous media: 

(𝜌𝑓𝐶𝑝𝑓)𝑒𝑓𝑓
𝜕𝑇

𝜕𝑡
+ 𝜌𝐶𝑝𝑢. 𝛻𝑇 + 𝛻. 𝑞 = 𝜑       (C.5) 



168 
 

    𝑞 = −𝜆𝑒𝑓𝑓𝛻𝑇               (C.6) 

Where ρf is the fluid density, Cpf is the fluid heat capacity at constant pressure, (ρfCpf)eff 

(J m-3 K-1) is the effective volumetric heat capacity at constant pressure, defined by (Bear 

et al., 1990): 

(𝜌𝐶𝑝)𝑒𝑓𝑓 = 𝜃𝑝𝜌𝑝𝐶𝜌,𝑝 + (1 − 𝜃𝑝)𝜌𝐶𝜌       (C.7) 

 λeff is the effective thermal conductivity (either a scalar or a tensor, based on the anisotropy 

of the thermal conductivity), q is the conductive heat flux, u (m s-1) is the velocity field, 

which can be either an analytic expression or computed from a Fluid Flow interface. It 

represents the Darcy velocity, meaning the volume flow rate per unit cross sectional area. 

The average linear velocity (the velocity inside the pores) can be obtained as uf = u/(1−θp), 

where (1−θp) is the fluid’s volume fraction, or the same as the porosity, θp is volume 

fraction of solid material in porous media, φ is the heat source (or sink). Make one or more 

heat sources separate physics features.  

The temperature is constant and does not vary with time for a steady-state problem, and 

the terms with time derivatives of Equation C.8 are eliminated (COMSOL, 2008). Solid-

fluid thermal conductivity, λs,f eff, depends on the solid-fluid conductivity, λs,f, and the fluid 

conductivity, λf, and is complicated by the medium geometry. Three isotropic medium 

models are proposed by Bejan (2013): 

 Heat conduction in solids and fluids occurs in parallel, so the effective thermal 

conductivity is the weighted arithmetic mean of λf and λs,f: (COMSOL, 2008):  

 𝜆𝑠,𝑓 𝑒𝑓𝑓 = 𝜃𝑠,𝑓𝜆𝑠,𝑓 + (1 − 𝜃𝑝)𝜆𝑓        (C.8) 

λs,f eff, cannot be higher than the volume average model, which is based on the 

average of the heat transfer rates of the solid and the fluid (COMSOL, 2008). 

 

 When the heat moves in a straight line through both fluid and solid, the heat flow 

rate depends on the combined effect of the conductivities λf and λs,f, which is 

calculated by the weighted harmonic mean (COMSOL, 2008). 

     1

𝜆𝑠,𝑓 𝑒𝑓𝑓
=

𝜃𝑠,𝑓

𝜆𝑠,𝑓
+

(1−𝜃𝑝)

𝜆𝑓
        (C.9) 



169 
 

The effective thermal conductivity cannot be lower than the value given by this 

model that uses the inverse average of the conductivities (COMSOL, 2008). 

 

 The final approximation is obtained by the weighted geometric average of λf and 

λs,f (COMSOL, 2008). 

     𝜆𝑠,𝑓 𝑒𝑓𝑓 = 𝜆
𝑠,𝑓

𝜃𝑠,𝑓 . 𝜆𝑓
1−𝜃𝑝      (C.10) 

If the conductivities λf and λs,f are similar, this model gives a reasonable 

approximation (COMSOL, 2008). 

C.2 Local Thermal Non-Equilibrium 

In porous media with a temperature difference between the fluid and the porous matrix, the 

Local Thermal Non-Equilibrium Interface facilitates heat transfer (COMSOL, 2008).  

C.3 Equation for Local Non-Equilibrium Heat Transfer 

The heat transfer in porous media for binary systems of fluid phase and rigid porous matrix 

that are not in thermal equilibrium is controlled by two equations. They are the standard 

heat equations for fluids and solids, with a factor of θp and (1 − θp) for each, and an extra 

term that measures the heat transfer between the two phases (Bejan, 2013) 

𝜃𝑝𝜌𝑠𝑜𝑙𝑖𝑑𝐶𝑝,𝑠𝑜𝑙𝑖𝑑
𝜕𝑇𝑠𝑜𝑙𝑖𝑑

𝜕𝑡
+ 𝛻. 𝑞𝑠𝑜𝑙𝑖𝑑 = 𝑞𝑠𝑓(𝑇𝑓 − 𝑇𝑠𝑜𝑙𝑖𝑑) + 𝜃𝑝𝑄𝑠𝑜𝑙𝑖𝑑          (C.11) 

 𝑞𝑠𝑜𝑙𝑖𝑑 = −𝜃𝑝𝜆𝑠𝑜𝑙𝑖𝑑𝛻𝑇𝑠𝑜𝑙𝑖𝑑              

(1 − 𝜃𝑝)𝜌𝑓𝐶𝑝,𝑓
𝜕𝑇𝑓

𝜕𝑡
+ (1 − 𝜃𝑝)𝜌𝑓𝐶𝑝,𝑓𝑢𝑓 . 𝛻𝑇𝑓 + 𝛻. 𝑞𝑓 = 𝑞𝑠𝑓(𝑇𝑠𝑜𝑙𝑖𝑑 − 𝑇𝑓) +

              (1 − 𝜃𝑝)𝑄𝑓  

 𝑞𝑓 = −(1 − 𝜃𝑝)𝜆𝑓𝛻𝑇𝑓 

Where θp is the solid volume fraction, ρsolid and ρf are the solid and fluid densities            

(Kg m-3), Cp,s and Cp,f are the solid and fluid heat capacities at constant pressure                      

(J Kg-1 K-1), qsolid and qf are the solid and fluid conductive heat fluxes (J m-2), λsolid and 

λf are the solid and fluid thermal conductivities (J m-1 K-1), qsf is the interstitial convective 
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heat transfer coefficient (J m-3 K-1), Qsolid and Qf are the solid and fluid heat sources             

(J m-3), and uf is the fluid velocity vector (m s-1). 

The porous velocity up (m s-1), which can be obtained from Darcy’s law or Brinkman 

equations, is frequently used to calculate the fluid velocity. The formula is (COMSOL, 

2008): 

   𝑢𝑓 =
𝑢𝑝

1−𝜃𝑝
                    (C.12) 

These are the simplified forms of the heat equations in the fluid domain (COMSOL, 2008): 

(1 − 𝜃𝑝)𝜌𝑓𝐶𝑝,𝑓
𝜕𝑇𝑓

𝜕𝑡
+ 𝜌𝑓𝐶𝑝,𝑓𝑢𝑝. 𝛻𝑇𝑓 + 𝛻. 𝑞𝑓 = 𝑞𝑠𝑓(𝑇𝑠𝑜𝑙𝑖𝑑 − 𝑇𝑓) + (1 − 𝜃𝑝)𝑄𝑓   

𝑞𝑓 = −(1 − 𝜃𝑝)𝜆𝑓𝛻𝑇𝑓                                                                                  (C.13) 

     

When the temperatures of the two phases are not the same, the Local Thermal Non-

Equilibrium multiphysics coupling introduces the opposite heat sources qsf (Tf − Ts) and 

qsf (Ts − Tf) that each phase gets from or gives to the other. The temperature of the porous 

medium, Tp, is defined as follows (Carbonell and Whitaker, 1984): 

𝑇𝑝 =
𝜃𝑝𝜌𝑠𝑜𝑙𝑖𝑑𝐶𝑝,𝑠𝑇𝑠𝑜𝑙𝑖𝑑+(1−𝜃𝑝)𝜌𝑓𝐶𝑝,𝑓𝑇𝑓

𝜃𝑝𝜌𝑠𝐶𝑝,𝑠+(1−𝜃𝑝)𝜌𝑓𝐶𝑝,𝑓
                 (C.14) 

C.4 Correlation for the interstitial convective heat transfer coefficient 

The spherical pellet bed configuration has a built-in correlation for qsf that can be used with 

the Local Thermal Non-Equilibrium Multiphysics feature (Bejan, 2013): 

qsf = SSA hsf          (C.15) 

For a bed of spherical particles with radius rp, the specific surface area, asf (m-1), is (Bejan, 

2013): 

   𝑎𝑠𝑓 =
6𝜃𝑝

2𝑟𝑝
        (C.16) 

The relation for the interstitial heat transfer coefficient, hsf (W m-2 K-1), is (COMSOL, 

2008): 
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  1

ℎ𝑠𝑓
=

2𝑟𝑝

𝜆𝑓𝑁𝑢
+

2𝑟𝑝

𝛽𝜆𝑠𝑜𝑙𝑖𝑑
          (C.17) 

The fluid-to-solid Nusselt number, Nu, is obtained from the following correlation, and β is 

equal to 10 for spherical particles (Wakao et al., 1979): 

𝑁𝑢 = 2 + 1.1𝑝𝑟
1/3

𝑅𝑒𝑝
0.6      (C.18) 

The definitions of the Prandtl number, Pr, and the particle Reynolds number, Rep, are 

(Wakao et al., 1979): 

𝑃𝑟 =
𝜇𝐶𝑝,𝑓

𝜆𝑓
 and 𝑅𝑒𝑝 =

2𝑟𝑝𝜌𝑓‖𝑢𝑓‖

𝜇
      (C.19) 

C.5 Effective thermal conductivity type 

In this project among the eight different types for effective thermal conductivity in the 

COMSOL Multiphysics (Appendix B), the “Plane layers parallel to heat flow” model was 

chosen. This model simplifies the mathematical formulation, allowing for easier and faster 

calculations. This is crucial when managing large snow piles where quick decision-making 

is essential. By using this model, computational resource requirements are reduced, which 

is beneficial when dealing with extensive simulations needed for predicting the melting 

behavior of large snow piles. Faster simulation times mean more timely and efficient snow 

management operations. The default option of “Plane layers parallel to heat flow” 

computes the effective conductivity of the solid-fluid system by taking the weighted 

arithmetic mean, or volume average, of the conductivities of both the fluid and the porous 

matrix. This approach ensures that the model remains computationally efficient while 

providing accurate predictions of thermal behavior in the system. The choice of the “Plane 

layers parallel to heat flow” model assumed that the porous media is considered uniform. 

This uniformity implies that there is no significant difference between using a 

perpendicular or parallel model for the heat flow. The parallel model was selected because 

it simplifies the calculations and reduces computational time, which is advantageous for 

large-scale simulations. 
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By choosing this model, the research benefits from a balance between computational 

efficiency and the accuracy of the thermal predictions, making it a suitable choice for the 

study of snowmelt in large piles. 

C.6 Plane layers parallel to heat flow 

The default option of "Plane layers parallel to heat flow" computes the effective 

conductivity of the solid-fluid system by taking the weighted arithmetic mean, or volume 

average, of the conductivities of both the fluid and the porous matrix. 

𝜆𝑒𝑓𝑓 = 𝜃𝑠𝑜𝑙𝑖𝑑𝜆𝑠𝑜𝑙𝑖𝑑 + 𝜀𝑝𝜆𝑓       (C.20) 
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APPENDIX D Geometric Properties of the 70 Modeled SMPs 
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Table D.1 Geometric Properties of the 70 Modeled SMPs 

Number 
of Pile 

Type 
of Pile 

Weather 
Function 
(Holt or 
Goldex) 

Height 
(m) 

Width 
(m) 

Radius 
(m) 

Length 
(m) 

Area 
(m2) 

Volume 
(m3) 

Melt 
Duration 
(D) 

1 Cone 2023 3 - 12.5 - 490.87 509.3 32 

2 Cone 2023 4 - 15.5 - 754.76 1036.4 50 

3 Cone 2023 5.6 - 20 - 1256.63 2400.3 53 

4 Cone 2023 6 - 21.5 - 1451.46 2966.7 64 

5 Cone 2023 7.33 - 23 - 1661.06 4142.7 68 

6 Cone 2023 8 - 26 - 2123.71 5747 74 

7 Cone 2023 9 - 29 - 2640.74 8028.6 81 

8 Cone 2023 10 - 32 - 3216 10856 92 

9 Cone 2022 6 - 11 - 380.13 792.19 67 

10 Cone 2022 7.3 - 14 - 615.75 1547.4 75 

11 Cone 2022 8 - 17 - 907.92 2474.1 78 

12 Cone 2022 9 - 20 - 1256.63 3847 81 

13 Cone 2022 10 - 23 - 1661.9 5618.2 91 

14 Ramp 2023 3 9 - 21 189 330.75 35 

15 Ramp 2023 4 12 - 24 288 672 45 
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16 Ramp 2023 5 15 - 27 405 1181.3 54 

17 Ramp 2023 5.8 18 - 30 540 1827 58 

18 Ramp 2023 7 21 - 33 693 2829.8 76 

19 Ramp 2023 8 24 - 36 864 4032 87 

20 Ramp 2023 9 27 - 39 1053 5528.2 91 

21 Ramp 2023 10 30 - 42 1260 7350 110 

22 Ridge 2022 3.5 25 - 50 1250 2552.1 66 

23 Ridge 2022 4.5 28 - 53 1484 3895.5 69 

24 Ridge 2022 5.5 31 - 56 1736 5569.7 79 

25 Ridge 2022 6.5 34 - 59 2006 7606.1 93 

26 Ridge 2022 7.5 37 - 62 2294 10036 97 

27 Ridge 2022 8.5 40 - 65 2600 12892 104 

28 Ridge 2022 9.5 43 - 68 2924 16204 113 

29 Cubic 2022 3.5 33 - 33 1089 2223.4 65 

30 Cubic 2022 4.5 37 - 37 1369 3593.6 73 

31 Cubic 2022 5.5 40 - 40 1600 5133.3 77 

32 Cubic 2022 6.5 43 - 43 1849 7010.8 82 

33 Cubic 2022 7.5 46 - 46 2116 9257.5 90 

34 Cubic 2022 8.5 49 - 49 2401 11905 97 

35 Cubic 2022 9.5 52 - 52 2704 14985 120 
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36 Cone 2022 3 - 12.5 - 490.87 509.3 32 

37 Cone 2022 4 - 15.5 - 754.76 1036.4 50 

38 Cone 2022 5.6 - 20 - 1256.63 2400.3 53 

39 Cone 2022 6 - 21.5 - 1451.46 2966.7 64 

40 Cone 2022 7.33 - 23 - 1661.06 4142.7 68 

41 Cone 2022 8 - 26 - 2123.71 5747 74 

42 Cone 2022 9 - 29 - 2640.74 8028.6 81 

43 Cone 2022 10 - 32 - 3216 10856 92 

44 Ramp 2022 3 9 - 21 189 330.75 59 

45 Ramp 2022 4 12 - 24 288 672 66 

46 Ramp 2022 5 15 - 27 405 1181.3 70 

47 Ramp 2022 5.8 18 - 30 540 1827 74 

48 Ramp 2022 7 21 - 33 693 2829.8 85 

49 Ramp 2022 8 24 - 36 864 4032 93 

50 Ramp 2022 9 27 - 39 1053 5528.2 97 

51 Ramp 2022 10 30 - 42 1260 7350 112 

52 Cone 2023 6 - 11 - 380.13 792.19 48 

53 Cone 2023 7.3 - 14 - 615.75 1547.4 55 

54 Cone 2023 8 - 17 - 907.92 2474.1 69 

55 Cone 2023 9 - 20 - 1256.63 3847 72 
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56 Cone 2023 10 - 23 - 1661.9 5618.2 78 

57 Ridge 2023 3.5 25 - 50 1250 2552.1 41 

58 Ridge 2023 4.5 28 - 53 1484 3895.5 51 

59 Ridge 2023 5.5 31 - 56 1736 5569.7 57 

60 Ridge 2023 6.5 34 - 59 2006 7606.1 65 

61 Ridge 2023 7.5 37 - 62 2294 10036 81 

62 Ridge 2023 8.5 40 - 65 2600 12892 85 

63 Ridge 2023 9.5 43 - 68 2924 16204 91 

64 Cubic 2023 3.5 33 - 33 1089 2223.4 42 

65 Cubic 2023 4.5 37 - 37 1369 3593.6 57 

66 Cubic 2023 5.5 40 - 40 1600 5133.3 60 

67 Cubic 2023 6.5 43 - 43 1849 7010.8 73 

68 Cubic 2023 7.5 46 - 46 2116 9257.5 78 

69 Cubic 2023 8.5 49 - 49 2401 11905 87 

70 Cubic 2023 9.5 52 - 52 2704 14985 92 

 

 

 



178

APPENDIX E Detailed Results for Each SMP

Pile Number 1

Figure E.1 Numerical modeling results for the cone (3 m height, and 12.5 m radius) SMP with 2023 weather function
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Pile Number 2

Figure E.2 Numerical modeling results for the cone (4 m height, and 15.5 m radius) SMP with 2023 weather function
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Pile Number 3

Figure E.3 Numerical modeling results for the cone (5.6 m height, and 20 m radius) SMP with 2023 weather function
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Pile Number 4

Figure E.4 Numerical modeling results for the cone (6 m height, and 21.5 m radius) SMP with 2023 weather function
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Pile Number 5

Figure E.5 Numerical modeling results for the cone (7.33 m height, and 23 m radius) SMP with 2023 weather function
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Pile Number 6

Figure E.6 Numerical modeling results for the cone (8 m height, and 26 m radius) SMP with 2023 weather function
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Pile Number 7

Figure E.7 Numerical modeling results for the cone (9 m height, and 29 m radius) SMP with 2023 weather function
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Pile Number 8

Figure E.8 Numerical modeling results for the cone (10 m height, and 32 m radius) SMP with 2023 weather function
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Pile Number 9

Figure E.9 Numerical modeling results for the cone (6 m height, and 11 m radius) SMP with 2022 weather function
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Pile Number 10

Figure E.10 Numerical modeling results for the cone (7.3 m height, and 14 m radius) SMP with 2022 weather function
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Pile Number 11

Figure E.11 Numerical modeling results for the cone (8 m height, and 17 m radius) SMP with 2022 weather function
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Pile Number 12

Figure E.12 Numerical modeling results for the cone (9 m height, and 20 m radius) SMP with 2022 weather function
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Pile Number 13

Figure E.13 Numerical modeling results for the cone (10 m height, and 23 m radius) SMP with 2022 weather function
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Pile Number 14

Figure E.14 Numerical modeling results for the ramp (3m height, 9 m width, and 21 lenght) SMP with 2023 weather function
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Pile Number 15

Figure E.15 Numerical modeling results for the ramp (4 m height, 12 m width, and 24 lenght) SMP with 2023 weather function



193

Pile Number 16

Figure E.16 Numerical modeling results for the ramp (5 m height, 15 m width, and 27 lenght) SMP with 2023 weather function
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Pile Number 17

Figure E.17 Numerical modeling results for the ramp (5.8 m height, 18 m width, and 30 lenght) SMP with 2023 weather 
function
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Pile Number 18

Figure E.18 Numerical modeling results for the ramp (7 m height, 21 m width, and 33 lenght) SMP with 2023 weather function
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Pile Number 19

Figure E.19 Numerical modeling results for the ramp (8 m height, 24 m width, and 36 lenght) SMP with 2023 weather function
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Pile Number 20

Figure E.20 Numerical modeling results for the ramp (9 m height, 27 m width, and 39 lenght) SMP with 2023 weather function
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Pile Number 21

Figure E.21 Numerical modeling results for the ramp (10 m height, 30 m width, and 42 lenght) SMP with 2023 weather 
function
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Pile Number 22

Figure E.22 Numerical modeling results for the ridge (3.5 m height, 25 m width, and 50 m length) SMP with 2022 weather 
function
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Pile Number 23

Figure E.23 Numerical modeling results for the ridge (4.5 m height, 28 m width, and 53 m length) SMP with 2022 weather 
function
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Pile Number 24

Figure E.24 Numerical modeling results for the ridge (5.5 m height, 31 m width, and 56 m length) SMP with 2022 weather 
function
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Pile Number 25

Figure E.25 Numerical modeling results for the ridge (6.5 m height, 34 m width, and 59 m length) SMP with 2022 weather 
function
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Pile Number 26

Figure E.26 Numerical modeling results for the ridge (7.5 m height, 37 m width, and 62 m length) SMP with 2022 weather 
function
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Pile Number 27

Figure E.27 Numerical modeling results for the ridge (8.5 m height, 40 m width, and 65 m length) SMP with 2022 weather 
function
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Pile Number 28

Figure E.28 Numerical modeling results for the ridge (9.5 m height, 43 m width, and 68 m length) SMP with 2022 weather 
function
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Pile Number 29

Figure E.29 Numerical modeling results for the cubic (3.5 m height, 33 m width, and 33 m length) SMP with 2022 weather 
function
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Pile Number 30

Figure E.30 Numerical modeling results for the cubic (4.5 m height, 37 m width, and 37 m length) SMP with 2022 weather function
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Pile Number 31

Figure E.31 Numerical modeling results for the cubic (5.5 m height, 40 m width, and 40 m length) SMP with 2022 weather function
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Pile Number 32

Figure E.32 Numerical modeling results for the cubic (6.5 m height, 43 m width, and 43 m length) SMP with 2022 weather function
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Pile Number 33

Figure E.33 Numerical modeling results for the cubic (7.5 m height, 46 m width, and 46 m length) SMP with 2022 weather function
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Pile Number 34

Figure E.34 Numerical modeling results for the cubic (8.5 m height, 49 m width, and 49 m length) SMP with 2022 weather function
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Pile Number 35

Figure E.35 Numerical modeling results for the cubic (9.5 m height, 52 m width, and 52 m length) SMP with 2022 weather function
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Pile Number 36

Figure E.36 Numerical modeling results for the cone (3 m height, and 12.5 m radius) SMP with 2022 weather function
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Pile Number 37

Figure E.37 Numerical modeling results for the cone (4 m height, and 15.5 m radius) SMP with 2022 weather function
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Pile Number 38

Figure E.38 Numerical modeling results for the cone (5.6 m height, and 20 m radius) SMP with 2022 weather function
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Pile Number 39

Figure E.39 Numerical modeling results for the cone (6 m height, and 21.5 m radius) SMP with 2022 weather function
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Pile Number 40

Figure E.40 Numerical modeling results for the cone (7.33 m height, and 23 m radius) SMP with 2022 weather function
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Pile Number 41

Figure E.41 Numerical modeling results for the cone (8 m height, and 26 m radius) SMP with 2022 weather function
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Pile Number 42

Figure E.42 Numerical modeling results for the cone (9 m height, and 29 m radius) SMP with 2022 weather function
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Pile Number 43

Figure E.43 Numerical modeling results for the cone (10 m height, and 32 m radius) SMP with 2022 weather function
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Pile Number 44

Figure E.44 Numerical modeling results for the ramp (3 m height, 9 m width, and 21 lenght) SMP with 2022 weather function
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Pile Number 45

Figure E.45 Numerical modeling results for the ramp (4 m height, 12 m width, and 24 lenght) SMP with 2022 weather function
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Pile Number 46

Figure E.46 Numerical modeling results for the ramp (5 m height, 15 m width, and 27 lenght) SMP with 2022 weather function
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Pile Number 47

Figure E.47 Numerical modeling results for the ramp (5.8 m height, 18 m width, and 30 lenght) SMP with 2022 weather 
function
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Pile Number 48

Figure E.48 Numerical modeling results for the ramp (7 m height, 21 m width, and 30=3 lenght) SMP with 2022 weather 
function
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Pile Number 49

Figure E.49 Numerical modeling results for the ramp (8 m height, 24 m width, and 36 lenght) SMP with 2022 weather function
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Pile Number 50

Figure E.50 Numerical modeling results for the ramp (9 m height, 27 m width, and 39 lenght) SMP with 2022 weather function
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Pile Number 51

Figure E.51 Numerical modeling results for the ramp (10 m height, 30 m width, and 42 lenght) SMP with 2022 weather 
function
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Pile Number 52

Figure E.52 Numerical modeling results for the cone (6 m height, and 11 m radius) SMP with 2023 weather function
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Pile Number 53

Figure E.53 Numerical modeling results for the cone (7.3 m height, and 14 m radius) SMP with 2023 weather function
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Pile Number 54

Figure E.54 Numerical modeling results for the cone (8 m height, and 17 m radius) SMP with 2023 weather function
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Pile Number 55

Figure E.55 Numerical modeling results for the cone (9 m height, and 20 m radius) SMP with 2023 weather function
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Pile Number 56

Figure E.56 Numerical modeling results for the cone (10 m height, and 23 m radius) SMP with 2023 weather function
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Pile Number 57

Figure E.57 Numerical modeling results for the ridge (3.5 m height, 25 m width, and 50 m length) SMP with 2023 weather 
function
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Pile Number 58

Figure E.58 Numerical modeling results for the ridge (4.5 m height, 28 m width, and 53 m length) SMP with 2023 weather 
function
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Pile Number 59

Figure E.59 Numerical modeling results for the ridge (5.5 m height, 31 m width, and 56 m length) SMP with 2023 weather 
function



237

Pile Number 60

Figure E.60 Numerical modeling results for the ridge (6.5 m height, 34 m width, and 59 m length) SMP with 2023 weather 
function
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Pile Number 61

Figure E.61 Numerical modeling results for the ridge (7.5 m height, 37 m width, and 62 m length) SMP with 2023 weather 
function
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Pile Number 62

Figure E.62 Numerical modeling results for the ridge (8.5 m height, 40 m width, and 65 m length) SMP with 2023 weather 
function
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Pile Number 63

Figure E.63 Numerical modeling results for the ridge (9.5 m height, 43 m width, and 68 m length) SMP with 2023 weather 
function
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Pile Number 64

Figure E.64 Numerical modeling results for the cubic (3.5 m height, 33 m width, and 33 m length) SMP with 2023 weather function
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Pile Number 65

Figure E.65 Numerical modeling results for the cubic (4.5 m height, 37 m width, and 37 m length) SMP with 2023 weather function
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Pile Number 66

Figure E.66 Numerical modeling results for the cubic (5.5 m height, 40 m width, and 40 m length) SMP with 2023 weather function
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Pile Number 67

Figure E.67 Numerical modeling results for the cubic (6.5 m height, 43 m width, and 43 m length) SMP with 2023 weather function
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Pile Number 68

Figure E.68 Numerical modeling results for the cubic (7.5 m height, 46 m width, and 46 m length) SMP with 2023 weather functio
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Pile Number 69

Figure E.69 Numerical modeling results for the cubic (8.5 m height, 49 m width, and 49 m length) SMP with 2023 weather function
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Pile Number 70

Figure E.70 Numerical modeling results for the cubic (9.5 m height, 52 m width, and 52 m length) SMP with 2023 weather function




